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Abstract

We present novel techniques for obtaining and pro-

ducing audio information in an interactive virtual
environment using vision information. These tech-

niques are free of mechanisms that would encumber
the user, such as clip-on microphones, headphones,

etc. Methods are described for both extracting sound
from a given position in space and for rendering an

\auditory scene," i.e., given a user location, produc-

ing sounds that appear to the user to be coming from
an arbitrary point in 3-D space. In both cases, vision

information about user position is used to guide the
algorithms, resulting in solutions to problems that are

di�cult and often impossible to robustly solve in the
auditory domain alone.

1 Introduction

In the design and development of interactive environments, we
have strived to allow free and natural interaction with a syn-
thetic world. A vision system (such as the one described in
a section below) that can track a user, locate individual body
parts, and recognize gestures allows such interaction to occur
in the visual domain. However, for truly natural interaction,
the system must be able to localize audio information coming
from the user and produce audio information that appears to
be coming from di�erent regions of the synthetic environment.
Of course, these problems are easily solved if the user is �t with
a wireless microphone and headphone set. However, using such
cumbersome hardware to solve the problem constrains a user
in an unnatural way, just as special clothing or motion sensors
would for the analagous vision problem. The objective is not
for the user to have to adapt to the environment, but for the
environment to adapt to the user. The user should not have to
change her appearance or carry special equipment in order to
interact with the environment.
In this paper, we present techniques for both obtaining and

producing audio information that adapt to the user's position
using vision information. The �rst problem we approach with a
phased array of microphones; the latter with binaural spatial-
ization and transaural rendering.

2 Overview of the Vision System

In order to frame our discussion, we �rst present a brief
overview of P�nder (Person �nder), a real-time vision system
for tracking and interpretation of people used in our interac-
tive environment (for a more detailed account of the system,
please refer to [20] and [10]). P�nder has the capability to
accurately determine the 3-D locations of the user's head and
other features in real-time at a frame rate of 10Hz and an accu-
racy of 10cm. With two cameras (stereo P�nder), the accuracy
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microphones

Figure 1: Location of the camera and microphone array in the
virtual environment

can be re�ned to 1.5cm. The audio techniques described in
the rest of the paper depend on this to steer their respective
responses/outputs.
In our setup, a camera facing the user is mounted on the

video screen displaying the virtual environment (see Figure 1).
The system uses a statistical model of color and shape to seg-
ment a person from a background scene and then to �nd and
track body parts in a wide range of viewing conditions. It has
performed reliably on thousands of people in many di�erent
physical locations.
P�nder models the human as a connected set of blobs. Each

blob has a spatial and color Gaussian distribution, and a sup-

port map that indicates which image pixels are members of
each blob. The combination of these support maps segments
the input image into the various blob classes.
The statistics of each blob are recursively updated to com-

bine information contained in the most recent measurements
with knowledge contained in the current class statistics and
the priors. Because the detailed dynamics of each blob are
unknown, we use approximate models derived from experience
with a wide range of users. For instance, blobs that are near the
center of mass have substantial inertia, whereas blobs toward
the extremities can move much faster.

3 Obtaining Audio Information

Our original motivation for seeking directed audio input from
the environment was for speech recognition. We desired to have
agents in the environment react to speech from the user while
allowing the user to move about freely. A task like speech
recognition requires the high signal to noise ratio of a near-
�eld (i.e., clip-on or noise-cancelling) microphone. However,
we were unwilling to encumber the user with such devices, and
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thus faced the problem of getting high quality audio input from
a distance.

This leaves several potential solutions. One of these is to
have a highly directional microphone that can be panned us-
ing a motorized control unit to track the user's location. This
not only requires a signi�cant amount of mounting and con-
trol hardware, it is also limited by the speed and accuracy of
the drive motors. In addition, it can only track one user at a
time. It is preferable to have a directional response that can be
steered electronically.

3.1 The Beamforming Approach - with a
Twist

This goal can be achieved with the well-known technique of
beamforming with an array of microphone elements. The sig-
nals from several omnidirectional or partially directional (i.e.,
cardioid) microphones are combined to form a more directional
response pattern. Though several microphones need to be used
for this method, they need not be very directional and they can
be permanently mounted in the environment. In addition, the
signals from the microphones in the array can be combined in
as many ways as the available computational power is capable
of, allowing for the tracking of multiple moving sound sources
by a single microphone array. The setup of the array used in
our implementation is shown in Figure 1 and Figure 2.

Beamforming is formulated in two 
avors: �xed and adap-
tive. In �xed beamforming, it is assumed that the position
of the sound source is both known and static. An algorithm
is then constructed to combine the signals from the di�erent
microphones to maximize the response to signals coming from
that position. This works quite well, assuming the sound source
is actually in the assumed position. Because the goal is to have
a directional response, this method is not robust to the sound
source moving signi�cantly from its assumed position. In adap-
tive beamforming, on the other hand, the position of the source
is neither known nor static. The position of the source must
continuously be estimated by analyzing correlations between
adjacent microphones, and the corresponding �xed beamform-
ing algorithm must be applied for the estimated position. This
does not tend to work well whenever there are multiple sources
of sound, since there are high correlations for multiple possi-
ble sound source positions. It is di�cult and often impossible
to tell which of these directions corresponds to the sound of
interest, e.g., the voice of the user.

Our solution to this problem is a hybrid of these two 
avors
and a twist from another domain. Instead of using the audio
information to determine the location of the sound source(s) of
interest, we use the vision system, which exports the 3-D po-
sition of the user's head. Using this information, we formulate
the �xed beamforming algorithm for this position to combine
the outputs of the microphone array. This algorithm is then
updated periodically (5 Hz) with the vision information. As a
result, we have the advantages of a static beamforming solution
that is adaptive through the use of vision information.
Beamforming is a relatively old techique; it was developed

in the 1950's for radar applications. In addition, its use in mi-
crophone arrays has been widely studied [6, 9, 17, 18]. We
certainly do not claim to have developed the \optimal" beam-
forming strategy for an interactive environment: we leave that
task to the audio engineering community. In fact, our approach
to beamforming is among the simplest possible. However, this
is su�cient to greatly improve the signal to noise ratio to the
point where the speech recognizer can correctly process the sig-
nal, i.e., close to the level of a near-�eld microphone.

3.2 Theoretical Formulation of the Phased
Array

In this section, we present a brief theoretical overview of the
beamforming algorithms for a phased array of microphones.
Further details for the system we have implemented can be
found in [4]; further details on beamforming in general can be
found in [11].

 c
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Figure 2: Target and Ambient Sound in our Virtual Environ-
ment

The geometry of the microphone array is represented by the
set of vectors rn which describe the position of each microphone
n relative to some reference point (e.g., the center of the array),
see Figure 3.
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Figure 3: Broadside Microphone Array Geometry and Notation

The array is steered to maximize the response to plane waves
coming from the direction rs of frequency fo. Then, for a plane
wave incident from the direction r̂i, at angle �, the gain is:

G(�) =
�
ao a1 a2 a3

�
2
664

F (�)ejkro �̂ri

F (�)ejkr1 �̂ri

F (�)ejkr2 �̂ri

F (�)ejkr3 �̂ri

3
775 (1)

where an = janj e
�jkorn �̂rs and F (�) is the gain pattern of each

individual microphone, and k (2�f=c) is the wave number of
the incident plane wave. ko is the wave number corresponding
to the frequency fo of the incident plane wave. Note that there
is also a � dependence for F and G, but since we are only
interested in steering in one dimension, we have omitted this
factor. This expression can be written more compactly as:

G(�) =W
T
H (2)

whereW represents the microphone weights and H is the set of
transfer functions between each microphone and the reference
point. In the formulation above, a maxima is created in the
gain pattern at the steering angle for the expected frequency,
since r̂i = r̂s and the phase terms in W and H cancel each
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other. Note that there are a variety of ways of optimizing the
janj values in W.
The standard performance metric for the directionality of a

�xed array is the directivity index which is shown in Equation 3
[18]. The directivity index is the ratio of the array output power
due to sound arriving from the far �eld in the target direction,
(�0; �0), to the output power due to sound arriving from all
other directions in a spherically isotropic noise �eld:

D =
jG(�0; �0)j

2

(1=4�)
R
�

�=0

R
2�

�=0
jG(�; �)j2 sin �d�d�

(3)

The directivity index thus formulated is a narrow-band per-
formance metric; it is dependent on frequency but the frequency
terms are omitted from Equation 3 for simplicity of notation.
In order to assess an array for use in speech enhancement a
broad-band performance metric must be used.
One such metric is the intelligibility-weighted directivity in-

dex [18] in which the directivity index is weighted by a set of
frequency-dependent coe�cients provided by the ANSI stan-
dard for the speech articulation index [1]. This metric weights
the directivity index in fourteen one-third-octave bands span-
ning 180 to 4500 Hz [18].

3.3 Designing the Array

An important �rst consideration is the choice of array geom-
etry. Two possible architectures were considered; end�re (not
shown) and broadside Figure 3. A second factor is the choice
of microphone gain pattern for the individual microphone ele-
ments, F (�). Since the gain pattern F (�) can be pulled out of
the H vector as a constant multiplier, the gain pattern for the
array can be viewed as the product of the microphone gain pat-
tern and an omnidirectional response where F (�) = 1. This is
the well-known principle of pattern multiplication [9] [18]. For
omnidirectional microphones, the gain patterns for the two lay-
outs are identical but for a rotation. In our implementation,
cardioid microphones were used and were placed in a broadside
arrangement due to space constraints (see Figure 2). The polar
response patterns for this arrangement are shown in Figure 4.

Figure 4: Directivity Pattern of Broadside Array with Cardioid
Elements steered at 15, 45, and 75 degrees. Note that the ref-
erence point of the broadside array geometry (Figure 3) should
be aligned with the center of each polar plot

A detailed examination of the response patterns with the
di�erent array geometries and element responses is developed
in [4]. Through this study, it was found that four microphones
in end�re arrange would provide a very directional beam, but
would produce a symmetric lobe at ��. This symmetry can be
eliminated by nulling out one half of the array response using
an acoustic re
ector or ba�e along one side of the microphone
array. The re
ector will e�ectively double one side of the gain
pattern and eliminate the other, while the ba�e will eliminate
one side and not a�ect the other. Thus a good directional
response can be achieved between 0 and 90 degrees using both
cardioid elements and a ba�e for the end�re con�guration. The

incorporation of a second array, on the other side of the ba�e,
gives the angles zero to -90 degrees. A detailed account of this
proposed setup is in [4].

4 Producing Audio Information

We have only presented half of the story so far; we have yet to
show how we return audio information to the user. To truly
create a 3-D feel in the virtual environment, sound sources in
di�erent locations in the virtual environment must sound as
though they were physically in those locations. In other words,
it is not su�cient to simply send all of the sound through a
single loudspeaker.

The naive solution to this problem is a balance control
scheme, i.e., setting up four or more speakers surrounding the
user and then adjusting the level of a given sound on each
speaker. For example, a sound source to the front and left of a
user would be simulated by increasing the level of the sound on
the front left speaker and reducing the level (or cutting it o�)
on the other speakers. A sound source in between two speakers
would be simulated by mediating the levels between the two
closest speakers.

This solution doesn't work for relatively subtle reasons that
have their basis in the human auditory system. We perceive
the location of a sound not only on the basis of the magnitude
di�erence between the two ears (i.e., balance), but also on the
basis of the phase and timing di�erence between the ears (see
p.99 of [7]). Though this latter di�erence may seem to be small,
human listeners can detect interaural time di�erences as short
as 0.01 msec, which corresponds to a di�erence in sound source
orientations of roughly one degree [7]. It has been shown that
we use both magnitude and phase information to perform the
subtle discrimination tasks we are capable of, such as being able
to discern the words of one person from those of an adjacent
person (the canonical \cocktail party" problem). Thus, in order
to exploit this perceptual capability and create the illusion of a
3D auditory scene, it is necessary to accurately reproduce both
the phase and magnitude of the virtual sound source.

4.1 The Phase-Magnitude Solution

Indeed, the correct phase and magnitude for a given pair of
sound source position and user position can be found and con-
structed at each ear. We solve the problem in two parts: a
technique known as binaural spatialization can be used to �nd
the sound that each ear should receive. A second stage can
then do \transaural rendering" to produce these sounds for a
given user location from two statically positioned frontal speak-
ers. There are some obvious di�culties with this approach -
the signal that supplies the correct signal to one ear will travel
through the transfer function of the head and reach the other
ear, and thus must be cancelled by the negative of the resultant
signal at this ear. This cancellation signal must then be can-
celled at the �rst ear, and so on. Though complex, this does
not render the solution impractical. The cancellation described
can be achieved quite e�ectively, and the computation neces-
sary to do both the binaural spatialization and the transaural
rendering can be performed on a single Silicon Graphics Indigo
workstation.

The basics of the theory behind these techniques is presented
below. We �rst demonstrate the spatialization process with
headphones and then extend this to the free-�eld situation with
transaural rendering. For a more detailed discussion and a de-
scription of the system used in our virtual environment, please
refer to [4].
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4.2 Audio Synthesis Principles

As described above, a binaural spatializer simulates the audi-
tory experience of one or more sound sources arbitrarily located
around a listener [3]. The basic idea is to reproduce the acousti-
cal signals at the two ears that would occur in a normal listening
situation. This is accomplished by convolving each source sig-
nal with the pair of head-related transfer functions (HRTFs)1

that correspond to the direction of the source, and the result-
ing binaural signal is presented to the listener over headphones.
Usually, the HRTFs are equalized to compensate for the head-
phone to ear frequency response [19, 13]. A schematic diagram
of a single source system is shown in Figure 4.2. The direction
of the source (� = azimuth, � = elevation) determines which
pair of HRTFs to use, and the distance (r) determines the gain.
A multiple source spatializer then adds a constant level of re-
verberation to enhance distance perception (see [4]).

HL

HR

x

leftright

(θ,φ) (r)
direction distance

Figure 5: Single source binaural spatializer.

The simplest implementation of a binaural spatializer uses
the measured HRTFs directly as �nite impulse response (FIR)
�lters. Because the head response persists for several millisec-
onds, HRTFs can be more than 100 samples long at typical
audio sampling rates. The interaural delay can be included
in the �lter responses directly as leading zero coe�cients, or
can be factored out in an e�ort to shorten the �lter lengths.
It is also possible to use mimimum phase �lters derived from
the HRTFs [8], since these will in general be shorter than the
original HRTFs. This is somewhat risky because the result-
ing interaural phase may be completely distorted. It would
appear, however, that interaural amplitudes as a function of
frequency encode more useful directional information than in-
teraural phase [12].

4.3 Principles of transaural audio

Transaural audio is a method used to deliver binaural signals to
the ears of a listener using stereo loudspeakers. The basic idea
is to �lter the binaural signal such that the subsequent stereo
presentation produces the binaural signal at the ears of the
listener. The technique was �rst put into practice by Schroeder
and Atal [16, 15] and later re�ned by Cooper and Bauck [5],
who referred to it as \transaural audio". The stereo listening
situation is shown in Figure 6, where x̂L and x̂R are the signals
sent to the speakers, and yL and yR are the signals at the
listener's ears.
The system can be fully described by the vector equation:

y = Hx̂ (4)

where:

y =

�
yL

yR

�
;H =

�
HLL HRL

HLR HRR

�
; x̂ =

�
x̂L

x̂R

�
(5)

1The time domain equivalent of an HRTF is called a head-
related impulse response (HRIR) and is obtained via the inverse
Fourier transform of an HRTF. In this paper, we will use the
term HRTF to refer to both the time and frequency domain
representation.

HLL

HLR HRL

HRR

xL
^ xR

^

yL yR

Figure 6: Transfer functions from speakers to ears in stereo
arrangement.

and HXY is the transfer function from speaker X to ear Y. The
frequency variable has been omitted.
If x is the binaural signal we wish to deliver to the ears,

then we must invert the system transfer matrix H such that
x̂ = H�1x. The inverse matrix is:

H
�1 =

1

HLLHRR �HLRHRL

�
HRR �HRL

�HLR HLL

�
(6)

This leads to the general transaural �lter shown in Figure 7.
This is often called a crosstalk cancellation �lter, because it
eliminates the crosstalk between channels. When the listening
situation is symmetric, the inverse �lter can be speci�ed in
terms of the ipsilateral (Hi = HLL = HRR) and contralateral
(Hc = HLR = HRL) responses:

xL xR

HRR HRL HLR HLL

G G

xL
^ xR

^

Figure 7: General transaural �lter, where G = 1=(HLLHRR �
HLRHRL).

H�1 =
1

H
2

i
�H

2
c

�
Hi �Hc

�Hc Hi

�
(7)

In practice, the transaural �lters are often based on a sim-
pli�ed head model. Here we list a few possible models in order
of increasing complexity:

� The ipsilateral response is taken to be unity, and the con-
tralateral response is modeled as a delay and attenuation
[15].

� Same as above, but the contralateral response is modeled
as a delay, attenuation, and lowpass �lter 2.

� The head is modeled as a rigid sphere [5].

� The head is modeled as a generic human head without
pinna.

At high frequencies, where pinna response becomes impor-
tant (> 8 kHz), the head e�ectively blocks the crosstalk be-
tween channels. Furthermore, the variation in head response
for di�erent people is greatest at high frequencies [14]. Conse-
quently, there is little point in modeling pinna response when
constructing a transaural �lter.

2Suggested by David Griesinger in personal communication
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4.4 Performance of combined system

The binaural spatializer and transaural �lter were combined
into a single program which runs in real time on an SGI Indigo
workstation.
Listening to the output of the binaural spatializer via the

transaural system is considerably di�erent than listening over
headphones. Overall, the spatializer performance is much im-
proved by using transaural presentation. This is primarily be-
cause the frontal imaging is excellent using speakers, and all
directions are well externalized. The drawback of transaural
presentation is the di�culty in reproducing extreme rear direc-
tions. As the sound is panned from the front to the rear, it often
suddenly 
ips back to a frontal direction and the illusion breaks
down. Most listeners can easily steer the sound to about 120
degrees azimuth before the front-back 
ip occurs. It is easier
to move the sound to the rear with the eyes closed.

4.5 Current Work

We now discuss e�orts underway to extend this technology
by adding 6 DOF head tracking capability. The head tracker
should provide the location and orientation of the head. The
current system can provide an accuracy of 10cm with a sin-
gle camera and 1.5cm with a stereo pair in real time (10 Hz)
but no orientation information. While this is more than accu-
rate enough for the adaptive beamforming algorithm, it is not
su�cient for high-quality transaural rendering: the detailed ori-
entation of the head is also necessary.
To attain this additional information, we can use the 6 DOF

rigid motion head-tracking algorithm described in [2]. This
method models the head as a rigid ellipsoid and projects the
frame to frame motion onto the possible rigid motions of the
model. Plots of the orientation tracking are shown for a cali-
brated sequence in Figure 8. The orientation is correct within .2
radians (12 degrees) over a large range of motions. This method
has been found to be robust over many frames and a variety of
heads. We are currently working to make this tracking system
run in real time.

Ellipsoid
Model    

0 12 56 75 111 131
−0.8

−0.7

−0.6

−0.5

−0.4

−0.3

−0.2

−0.1

0

0.1

0.2

Frames

an
gl

e 
in

 r
ad

ia
ns

Ellipsoid
Model    

0 12 56 75 111 131
−0.6

−0.5

−0.4

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

Frames

an
gl

e 
in

 r
ad

ia
ns

Ellipsoid
Model    

0 12 56 75 111 131
−0.15

−0.1

−0.05

0

0.05

0.1

0.15

0.2

0.25

0.3

Frames

an
gl

e 
in

 r
ad

ia
ns

Figure 8: Head-tracking results for calibrated sequence: plots
shown are for the alpha, beta, and gamma parameters (rota-
tions around the z,y, and x axes, respectively).

4.6 Preliminary results

In order to simulate the head tracking while a real-time imple-
mentation of this method is developed, we are currently using
a Polhemus sensor. This sensor returns the position and ori-
entation of a sensor with respect to a transmitter (6 degrees
of freedom). The head position and orientation can be used
to update the parameters of the 3-D spatializer and transaural
audio system.
The strategy used to update transaural parameters based

on head position and orientation obviously depends greatly on
the head model used for the transaural �lter. We used the
simple head model suggested by Dave Griesinger, in which the
ipsilateral response is taken to be unity and the contralateral

response is modelled as a delay, attenuation, and a lowpass
�lter:

Hi(z) = 1

Hc(z) = gz
�m

HLP (z) (8)

HLP (z) =
1 � a

1� az�1

where g < 1 is a broadband interaural gain, m is the interaural
time delay (ITD) in samples, and HLP (z) is a one-pole, DC-
normalized, lowpass �lter that models the frequency dependent
head shadowing. The following points were observed:

� For front-back motions, the symmetrical transaural �lter
can be used, and the interaural delay can be adjusted as a
function of distance between the speakers and the listener.
This has been tested and seems to be e�ective.

� For left-right motions and head rotations, the symmetri-
cal transaural �lter is no longer correct. The general form
of the transaural �lter (equation 6) may be used instead,
but at much greater computational cost. It may be bet-
ter to abandon the simpli�ed IIR model and use an FIR
implementation based on a more realistic head model [15].

Using the static, symmetrical transaural system described
earlier, the head tracking information was also used to update
the positions of 3-D sounds so that the auditory scene remained
�xed as the listener's head rotated. This gives the sensation
that the source is moving in the opposite direction, rather than
remaining �xed. There is a good reason for this. Using a
static transaural system, the position of rendered sources re-
mains �xed as the listener changes head orientation (provided
that the change in head orientation is small enough to maintain
the transaural illusion). This is contrary to headphone presen-
tation, where the auditory scene moves with the head, even
for small motions. As a result, the perception of the rendered
sound source locations is stronger if small head rotations are
ignored.

5 Conclusions

We have presented techniques for the localized sensing and pro-
duction of sound in an unencumbered environment. The key
idea to absorb from this work is that we have used vision infor-
mation to accomplish both of these tasks. It is the interaction of
the two modalities that is truly interesting here: the fact that
di�cult or impossible problems in one domain can be solved
with high level information from another. In addition, we have
presented a general framework for audio interaction in virtual
environments. It is not possible to fully develop the idea of
a virtual environment without the inclusion of sound. In ad-
dition, if we want users to be able to interact freely with the
environment, it does not seem reasonable to ask them to strap
on microphones, headphones, or other sensors every time they
use it. The methods we have presented are free from such con-
straints, and have been shown in preliminary tests to perform
e�ectively in an interactive environment.
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