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Abstract
Arti�cial Intelligence systems that need to operate in the physical world require a �rm

understanding of causal relationships to e�ciently carry out their tasks. At present, few
cognitive architectures, arti�cial intelligence, or control systems consider causal relationships
between phenomena for achieving goals in the real world, and few if any tests exist to verify
understanding of these relationships in intelligent learners.

The goal of this thesis is to outline a theory of tasks grounded in models of real-time causal
relationships, intended to be used to analyze tasks of varying complexity and build tests for
evaluating the ability of arti�cial systems to learn, perform, and understand complex real-
world task-environments. Like an engineer can design a bridge with certain physical prop-
erties without actually building it, such a task theory, grounded in physics, should enable
researchers to evaluate and compare tasks and systems without having to resort physical
experiments.

Historically, research on the principles of tasks has been scarce, and causal relationships
have never been a primary focus in those attempts. Few tests of causal understanding have
been proposed thus far and the lack of a proper theory of tasks limits their utility. No compre-
hensive theory of tasks exists. We envision that such a theory would enable comparison of
similar and di�erent asks, calculation of task di�culty for particular learners, and prescriptive
ways for modifying existing tasks to make them more tractable for particular performers and
environments. Comparison of tasks would be invaluable when evaluating and considering
the pros and cons of various approaches to AI systems and learners.

We base our theory of tasks on previous work on causal analysis and cumulative learning,
proposing a method for computing complexity and comparability using causal interpretation
of directed acyclic graphs (DAGs). The theory allows tasks to be analyzed along di�erent
dimensions and can be composed and decomposed into subgoals. It is intended to be used for
evaluating and testing intelligent agents in various ways.

Keywords: Tasks, Environments, Task theory, Causality, Arti�cial Intelligence, General Machine
Intelligence
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Glossary

Agent An agent is an embodied system consisting of a controller (the mind) and a body. The
body is the agent’s interface to the world which allows the perception of the external
environment, through the �ow of data from the body’s sensors to the controller, and
the execution of atomic actions, by means of the commands sent from the controller to
the body’s actuators. The body contains two lists of variables that the controller can
read and write to: B = hVS ; VAi. Since the body is a physical entity, its sensors and
actuators are physical objects in the world as well and are treated as such (Thórisson,
Bieger, et al., 2016).

Environment An environment is a view of a world. The body of an agent is considered
to be part of it. (Thórisson, Bieger, et al., 2016).

Failure A failure state is an undesirable, possibly partial, state that the agent should avoid
(Thórisson, Bieger, et al., 2016).

Goal A goal state is a desirable, possibly partial, state that the agent should reach (Thórisson,
Bieger, et al., 2016).

Phenomenon A phenomenon (process, state of a�airs, occurrence) �, where W is the
world and � � W , is composed of a set of elements f�1; �2; :::; �n 2 �g of various
kinds including relations R� that couple elements of � with each other and with those
of other phenomena. The elements that a phenomenon is made up of can be any sub-
division of �, including sub-structures, causal relations, whole-part relations and so
on. The relations R� � 2W � 2W that extend to other phenomena identify the phe-
nomenon’s context. The set of relations can be partitioned in inward facing relations
Rin
� = R� \ (2� � 2�) and outward facing relations Rout

� = R� n R
in
� (Thórisson,

Kremelberg, et al., 2016).

Problem A problem can be atomic or compound. An atomic problem is speci�ed by an
initial state, goal states and failure states. A compound problem can be created by
composition of atomic problems using operators such as conjunction, disjunction and
negation. A problem for which a solution is known to exist is called a closed problem
(Thórisson, Bieger, et al., 2016).

Problem space The problem space is the set of all valid states of the task.
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Glossary Glossary

Solution A solution is a sequence of atomic actions that results in a path through the state
space that reaches all of the goal states and none of the failure states (Thórisson,
Bieger, et al., 2016).

Solution space The solution space is the subset of the problem space de�ned by the task’s
goals and constraints, made up of all the solution states reachable from any initial state
of the task.

State A state can be concrete or partial. A concrete state S is a value assignment to all of
the variables in a task-environment: S =

S
v2V fhv; xv j xv 2 dvig A partial state

S� only assigns values to a subset of the variables. When considering real variables
partial states can be represented using error bounds: S� =

S
v2V �fhv; xl; xu j xl <

xu ^ (xl; xu) � dvig; this way a partial state covers a set of concrete states. A state is
valid if and only if all invariant relations hold: valid(S) () 8r2Rr(S). In practice
the presence of noise and the partial observability of variables makes the use of partial
states more practical than concrete states, therefore by state is always meant a partial
state unless otherwise noted (Thórisson, Bieger, et al., 2016).

Task A task is a problem assigned to an agent, T = hS0;Gtop;Gsub; G
�; B; tgo; tstop; Ii,

where S0 is the set of permissible initial states, Gtop is the task’s set of top-level goals,
Gsub is the set of given sub-goals, G� is its set of constraints, B is a controller’s body,
and t refers to the permissible start and stop times of the task. An assigned task will
have all its variables bound and reference an agency that is to perform it (accepted
assignments having their own timestamp tassign). This assignment includes the manner
in which the task is communicated to the agent, for example if the agent is given a
description of the task a priori, receives additional hints or if it only gets incremental
reinforcement signals as certain states are reached. A task is performed successfully
when the world’s history contains a path of states that solved the problem (Thórisson,
Bieger, et al., 2016).

Task-Environment By task-environment is meant the tuple of a task and the environ-
ment in which it is to be performed. The separation of a task from its environment is
not always clear and somewhat arbitrary, therefore the term task-environment is used
to encompass all the relevant aspects of both (Thórisson, Bieger, et al., 2016; Bieger and
Thórisson, 2017).

World A worldW is a interactive system consisting of a set of variables V , dynamics func-
tions F , an initial state S0, domains D of possible clusters of particular constraints on
their values, and a set of relations between the variables R: W = hV; F; S0; D;Ri.
The variables V = fv1; v2; :::; vkV kg represent anything that may change or hold a
particular value in the world. The dynamics functions act as the laws of nature in the
world and as a whole can be seen as an automatically executed function that periodi-
cally or continually evolves the world’s current state into the next: St+� = F (St). In
practice it is useful to the decompose the dynamics into a set of transition functions:
F = ff1; f2; :::; fng where fi : S� ! S� and S� is a partial state. The domains
dv 2 D specify which values each variable v can take, and for physical domains these
are usually subsets of real numbers. The relations are Boolean functions over variables
that hold true in any state the world will ever �nd itself in. If the world is a closed system
with no outside interference, the domains and relations are implicitly fully determined
by the dynamics functions and the initial state. In an open system where changes can
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be caused externally, instead, the explicit de�nition of domains and invariant relations
can restrict the range of possible interactions (Thórisson, Bieger, et al., 2016).
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Nomenclature

X Random variable

x Value of a random variable

X Vector

P (Y j X = x) Conditional distribution

P (Y j do(X = x)) Intervention distribution

P (Y j Z = ẑ; X = x̂; do(X = x)) Counterfactual distribution
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CHAPTER 1

Introduction

The purpose of an AI system is to execute tasks, in particular in the physical world. The con-
cept of task is thus fundamental for Arti�cial Intelligence as tasks are necessary for training
and evaluation of intelligent systems. Tasks are important both for narrow AI systems, which
are built to carry out the single task they have been designed for, and general AI systems,
which deal with a wide range of tasks, unknown at design time. Unlike other engineering
�elds, little work has been done to derive a task theory for AI, a theory which can be used to
specify properties of tasks, compare tasks, estimate resource requirements for their solution
and compose/decompose them, to mention a few (Thórisson, Bieger, et al., 2016).

The lack of a task theory has made the comparison of di�erent AI systems largely imprac-
tical; such comparisons are costly and di�cult to perform and rarely carried out at all. When
AI systems are evaluated, it is often on a task tailored for the speci�c system. While this
situation might work out for narrow-AI systems, such is not the case for GMI research: AGI-
aspiring systems need to be designed and tested on a wide range of task-environments, and
domain knowledge or psychometric tests such as I.Q. tests, the Lovelace test (Riedl, 2014) or
the Turing test (Turing, 1950) don’t nearly cover the breadth of situations these systems will
�nd themselves in. For the purpose of moving towards AGI, a task theory that allows the
analysis and comparison of tasks along the relevant axes is thus required.

This thesis is a �rst step in that direction: to approach the de�nition of a task theory, we try
to focus on causal relationships, which are of fundamental importance to get things done in
the real world, and therefore are of primary interest for embodied AGI-aspiring systems. On
the topic of causality, we refer to Turing award winner Judea Pearl’s work on graphical causal
diagrams and structural causal models for causal analysis in statistics (Pearl, 1988; Pearl, 2009;
Pearl and Bareinboim, 2014).

The thesis is structured in four chapters:

1. In Chapter 1, we present the �eld of Arti�cial Intelligence, we describe what we mean by
task theory, what are its uses and requirements, and we conclude with a brief historical
overview of its development;

2. In Chapter 2, we present the necessary background notions required for the following
chapters: bi-directional causal-relational models (Thórisson and Talbot, 2018a; Thóris-
son and Talbot, 2018b), understanding (Thórisson, Kremelberg, et al., 2016; Bieger and
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Chapter 1. Introduction Arti�cial Intelligence and the quest for Generality

Thórisson, 2017) and causality (Pearl, 2009).

3. In Chapter 3, lays the novelty of this thesis: most importantly we describe an extension
of causal diagrams to allow their use to describe tasks, we set forth the foundational
principles for moving towards a task theory, we de�ne a measure of a task’s “compli-
catedness” that only takes the task’s physics into account and we de�ne a measure of
di�culty of a task’s execution for a speci�c performing controller.

4. In Chapter 4, we conclude our work by pointing out some approaches to test the theory,
trace a tentative connection to Constructor Theory (Deutsch, 2013), respond to a few
criticisms that were raised against our work and lastly we give some pointers for future
work and the issues left to address.

1.1 Arti�cial Intelligence and the quest for Generality

Arti�cial Intelligence (AI) is the �eld dedicated to the design and development of systems
that can perform tasks requiring some degree of ‘intelligence’. Intelligence is a natural phe-
nomenon, which is most commonly associated with human minds but is also a characteristic
of many animals (Thórisson, 2020b). Intelligence can be de�ned in many ways, but the de�-
nition we would like to refer to for this work is the one given by Legg and Hutter (2007):

“Intelligence measures an agent’s ability to achieve goals in a wide range of en-
vironments.” (Legg and Hutter, 2007)

This de�nition of intelligence already implies that there is some association between the in-
telligence of a system and its generality: an agent that can achieve more goals in more envi-
ronments is intuitively more intelligent than an agent with a narrower horizon of use. The
goal of arti�cial general intelligence (AGI) is to develop systems that can “learn to perform
multiple a-priory unknown tasks in multiple unknown environment” (Nivel, Thórisson, et
al., 2013, p. 3)1. In contrast, most intelligent systems today (e.g. machine learning and deep
learning systems) are limited to a single, pre-de�ned task in an unchanging, pre-de�ned �xed
environment (Nivel, Thórisson, et al., 2013). A step further is taken by Wang (2019), where
the emphasis of general intelligence is on the handling of novelty and “�guring things out”
(Thórisson, 2020a):

“Intelligence is the capacity of an information-processing system to adapt to its environ-
ment while operating with insu�cient knowledge and resources.” (Wang, 2019, p. 17)
Given that even room temperature controllers “achieve goals in a wide range of situations,”
Wang’s de�nition more robustly di�erentiates general intelligence – the kind we normally
associate with the concept – from other controllers and processes that might also qualify.
However, given how recent his de�nition (in spite of tracing its roots to 1996) is, it is not yet
widely accepted.

In Arti�cial Intelligence it is possible to talk about three di�erent types of controllers and
agents agent architectures: reactive, predictive and re�ective architectures.

Reactive agents Reactive agents only respond to the perceived sensory information from
the environment, obtained through their sensors. Their architecture is mostly �xed through

1In other words, agents with human-level intelligence, as humans are the only known beings possessing this
kind of intelligence.
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their lifetime, and while learning is possible the agent only ever reacts to stimuli and is in-
capable of proactive behavior2. Most AI architectures are reactive, and examples of this type
of systems span the very simple thermostats to the complex control systems of power plants.
These types of systems are limited in the sense that they are built with an embedded model
of the task they carry out which is unchangeable, bar the customization of a few parameters
during run-time (Thórisson, 2020c).

Predictive agents Predictive agents are able to anticipate environment states and act in an-
ticipation of sensory information. Their architecture is mostly �xed as in the case of reactive
agents, but by means of predictive models they are able to act in a proactive, goal-oriented
mode. Predictive agents also incorporate reactive control to achieve a more robust behavior.
In particular, predictive agents are able to perform tasks which involve phenomena happening
faster than the action-perception loop of the system. This type of agents, endowed with the
capabilities of creating, selecting and evaluating models has the potential to be a truly general
learner and also carries the potential to improve its own learning mechanism by modelling
the learning itself (Thórisson, 2020b).

Re�ective agents Re�ective agents go a step beyond predictive architectures by enabling
the agent to modify its own architecture (thus exhibiting cognitive growth) through introspec-
tion and meta-reasoning (Thórisson, 2020b). Two promiment examples of re�ective agents
are the Non-Axiomatic Reasoning System (Wang, 2004) and the Auto-catalytic Endogenous
Re�ective Architecture (Nivel, Thórisson, et al., 2013), both of which aspire to be generally
intelligent systems.

1.2 What is a Task Theory?

As Thórisson, Bieger, et al. (2016) relate, tasks are of primary importance for Arti�cial Intel-
ligence research. AI systems are built to perform tasks, some of them designed speci�cally to
perform a single task, or a restricted set of very similar ones, while other systems are built to
be able to perform a large set of tasks unknown during their design, or even any task.

Not only are tasks at center of stage during the design of AI systems, but they are also
prominent during training and evaluation of AI. But despite their importance, and unlike
other engineering �elds, there is no general theory about the properties of tasks. In any other
�eld of engineering it is possible to tune tasks for the e�ective evaluation of artifacts, use
task parameters to guide their design and compose test batteries for thorough evaluation of
their capabilities from their usual environment to their technical boundaries, among other
things. On the other hand, in the �eld of AI, the lack of a task theory resulted in using
extensive domain knowledge to guide the design of narrow-AI systems and the use of results
from human psychology for evaluation, in this latter case with very underwhelming results.
Furthermore, for the development, training and evaluation of generally intelligent systems,
domain knowledge and tests like e.g. the Turing test or IQ tests don’t nearly cover the breadth
of situations these systems would be facing and a task theory that can model a broad range
of tasks and environment becomes absolutely necessary (Thórisson, Bieger, et al., 2016).

The three main aspects where a task theory would be most useful are, as previously men-
tioned, evaluation, training (also including pedagogy) and design. The Evaluation of AI
systems, in general, provides measures of progress during the development of the system and

2A system of this kind would be unable to hit a fastball in baseball; human brains typically employ a prediction
mechanism to do that and excellent players still only hit a ball about 30% of the time.
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a way to highlight strength and weaknesses. For AGI, evaluation is particularly di�cult, for
the chief reasons that AGI systems might be very di�erent from each other and that their eval-
uation should provide some general measure of their cognitive abilities instead of focusing
on performance on a particular task. A task theory would enable the evaluation of di�erent
systems, at di�erent stages of development and on di�erent tasks, by allowing the comparison
of tasks on the relevant axes. This comparison can come about by relating the task’s param-
eters to some physical or conceptual attributes, which can include determinism, ergodicity,
continuity, asynchronicity, dynamism, observability, controllability, periodicity and repeata-
bility. Furthermore, a task theory would make the construction of new task-environments
and variations thereof easier, allowing the construction of tasks for the specialized evalua-
tion of certain aspects of the system under test. Task-environments can also be composed or
decomposed, and scaled up or down in complexity if allowed by a task theory. Training AI
systems need to be trained for the tasks they are to carry out, and a task theory would be
useful for the creation of training task-environments. Moreover, a task theory would be use-
ful for pedagogy. Besides training environments, learning of a particular task can be sped up
by teaching, in the form of providing additional information or by showing how to perform
the task or a subtask. A task theory would equip researches with a better understanding of
tasks and allow teaching by means of analogies and abstraction. The design of AI systems
today is mostly a matter of trial-and-error, intuition and domain knowledge. A task theory
would help and speed up the design of narrow-AI systems by allowing the prediction time,
energy or other resources requirements for tasks. A task theory would also come, as already
mentioned, with the ability to compare and describe properties of tasks, which can of course
decrease the amount of uncertainty when designing these systems (Thórisson, Bieger, et al.,
2016).

Summing up the previous discussion, in (Thórisson, Bieger, et al., 2016) the authors lay out
the requirements for a task theory:

1. Comparison of similar and dissimilar tasks.
2. Abstraction and concretization of (composite) tasks and task elements.
3. Estimation of time, energy, cost of errors, and other resource requirements

(and yields) for task completion.
4. Characterization of task complexity in terms of (emergent) quantitative mea-

sures like observability, feedback latency, form and nature of information/in-
struction provided to a performer, etc.

5. Decomposition of tasks into subtasks and their atomic elements.
6. Construction of new tasks based on combination, variation and speci�ca-

tions.

A task theory ful�lling these requirements would allow the development of frameworks
that can construct task models following the theory, produce variants of tasks and execute
tests in batch mode providing huge amounts of data for the AI system being tested. The inclu-
sion of energy, time and other resources grounds the theory in physical reality and allows the
performance evaluation of AI using energy as a function of time. Furthermore the precision
of the task goals achieved can be compared against the limits imposed by the laws of nature
(Thórisson, Bieger, et al., 2016).

One possible way to go to develop a task theory, which was the starting point for this thesis,
is to consider the ratio between the solution space and the space of all possible actions. The
intuition is that the smaller is the solution space compared to the action space, the harder the
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Chapter 1. Introduction Historical notes

task is for any particular agent (and especially for an agent that acts randomly). This ratio
can be measured in a number of additional dimensions, including time and energy, and it
would allow the comparison of tasks by placing them on a multidimensional space with the
measured dimensions as axes. The inclusion of time, energy and possibly other resources as
dimensions would also help in estimating their usage for task completion (Thórisson, Bieger,
et al., 2016).

1.3 Historical notes

Attempts to provide objective measures for task analysis was started around the middle of
the 20th century, along with the �eld of human factors (ergonomics). Drury (1983) describes
three forms of task analysis which trace their origins to military and industrial applications
of that period: Sequential task analysis describes sequences tasks as rigid patterns with a
minimal number of choice points (Miller, 1953); Branching task analysis where the sequence
of tasks is determined by the outcomes of speci�c ‘choice’ tasks (Kurke, 1961); and Process
control task analysis which considers a human operator in control of many variables using a
speci�c strategy to monitor, sample and control them (Beishon, 1967).

Therefore the �rst attempts towards a task theory based on a cognitive analysis were also
made with humans as the primary focus. In 1983, Stuart K. Card, Thomas P. Moran et al.
published “The psychology of human-computer interaction,” which was concerned with the
interaction between humans and interactive computer systems. In this book they introduced
the human processor model (MHP - Model Human Processor) and the GOMS (Goals, Oper-
ators, Methods, Selection rules) model. The MHP is mostly concerned with calculating how
long it would take a human to perform a task, by taking into account experimental times
for cognitive and motor processing as well as the working memory and long-term memory
storages. The GOMS model is used to evaluate the usability of a computer system by means
of quantitative and qualitative predictions of how humans would use it. A GOMS model is
composed of four main parts: Goals, which de�ne a state to be reached; Operators, which are
the atomic actions on the perceptual, motor or cognitive level, and are the way with which an
agent can interact with the environment; Methods, which describes a procedure to achieve
a goal; and Selection Rules to select a speci�c method when multiple of them are available
(Card, Newell, and Moran, 1983). The issue with both MHP and GOMS is that it is not a gen-
eral theory at all, but is con�ned to the context of human-computer interaction, and that it is
only concerned with user performance, rather than the tasks themselves.

Similarly, Cognitive Task Analysis (CTA) and Applied Cognitive Task Analysis (ACTA)
are focused on gathering data about people performing cognitively demanding tasks. CTA
uses interviews and observation strategies to capture expert knowledge, cognitive processes
and decisions from domain experts (Crandall, Klein, and Ho�man, 2006; Clark et al., 2008).
The outcome is typically in the form of performance objectives, equipment, procedural and
conceptual knowledge and standards of performance (Crandall, Klein, and Ho�man, 2006;
Clark et al., 2008). ACTA improves on CTA techniques, which are often resource intensive,
to be of more practical use to system and instructional designers rather than scientists by
streamlining CTA processes (Militello and Hutton, 1998).

In the �eld of AI proper, work on task theory has mostly consisted in frameworks for the
generation of tasks. In 2014, Garrett, Bieger and Thórisson published a paper about Merlin
(Multi-objective Environments for Reinforcement Learning), a tool for the automatic gen-
eration and tuning of Markov Decision Problems (MDPs), with the aim to evaluate multi-
objective learning capabilities in reinforcement learners. The tool supported discrete and
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continuous MDPs, the speci�cation of an arbitrary number and type of goals and it could be
used for spatial navigation problems (e.g. mazes). In Merlin tasks could be constructed by af-
fecting independently the state space, the action space the probabilities associated with state
transitions given some action was executed and the reward signals. In particular, the degree
of pair-wise positive or negative association between multiple tasks in the same problem can
be fully customized for the generated MDP (Garrett, Bieger, and Thórisson, 2014).

Next came FraMoTEC (Modular Task-Environment Construction Framework). FraMoTEC
is a more general tool that allows the construction and simulation of tasks in a modular way,
using so-called building blocks. The building blocks include objects, which have physical
properties such as position, mass, velocity, etc.; transitions which are functions evolving the
state of objects; motors (i.e. actuators) and sensors which allow the controller to interact
with the environment by spending energy; systems which act as containers of other building
blocks; and �nally goals, which de�ne states to be reached with tolerance values and time
constraints (Thorarensen et al., 2016).

The latest framework that has been developed is SAGE (Simulator for Autonomy & Gener-
ality Evaluation Framework). SAGE can be considered to be an evolution of FraMoTEC with
the advantage that is general enough that it can be used for evaluation of both narrow and
AGI-aspiring systems, while FraMoTEC was speci�cally catered to general learners (Eberding,
Sheikhlar, and Thórisson, 2020).

On the analysis of tasks not much has been done since the 80s, but an approach relying
on expert knowledge was published in 2018 by Bieger and Thórisson. Such approach re-
quires a domain expert to explain the actions to be performed to carry out some task, with
an interviewer following the typical requirements engineering work�ow. The sequence of
actions obtained at this step should allow the construction of a dependency graph and the
interviewer should make sure that the actions are simple enough that cannot be further bro-
ken down in more sub-actions. Next comes the step of characterizing the actions in terms
of their inputs, outputs and how the transformation of the former into the latter is carried
out. Moreover, a way to assess the success or failure of an action should be speci�ed. The
task to be performed can then be decomposed in simpler components, either in the terms of
the actions to be executed (Task-based decomposition), the variables that are part of the task
(Feature-based decomposition) or by some speci�c functionality that is a sub-part of the task
(Functionality-based decomposition). After this step, all that is left to do is to construct an
appropriate teaching curriculum for the speci�c learner that is to perform the task (Bieger
and Thórisson, 2018).
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CHAPTER 2

Background

In this chapter we introduce the necessary notions on which our task theory rests on. In Sec-
tion 2.1 we clarify what we mean bymodel and in particular what is meant by causal-relational
bi-directional model, while in Section 2.2 Thórisson’s theory of pragmatic understanding is
introduced, which makes use of these models to de�ne what it means to understand a phe-
nomenon and how to characterize meaning. In Section 2.3 the concept of causality is dis-
cussed, introducing the work of Judea Pearl about causal diagrams and then moving onto the
‘manipulative’ approach to causality. Towards the end of the section, the mini-Turing test
devised by Pearl is presented, together with my attempt to administer it to NARS.

2.1 Bi-directional models

A model is an information structure that is used as a representation of the thing being mod-
elled. A model should resemble in some way the subject of the modelling, usually abridged
of unimportant details and structured in such a way that it allows various manipulations on
it for the purpose of making queries and obtaining answers about the thing it models. The
particular type of manipulations that can be performed depends on the speci�c model, and
di�erent models of the same thing can allow di�erent types of manipulations. A model by
itself is useless without an appropriate process that makes use of it: the particular type of
process with its limitations de�ne what can be done with some model. A typical example
of model would be a computational model, which can be used to answer what-if questions
through the process of performing simulations. Models are characterized not only by the form
of representation, but also by their comprehensiveness and level of detail, which determine
what use can be made of the model (Thórisson, 2020d).

Models encode actionable information, in the sense that they can be used to get things
done, like predicting future states, derive the causes of observed events, explain observed
phenomena and, obviously, act as re-creation of the thing being modelled. The process by
which a set of models allow an intelligent agent to perform these things can be considered
as a sequence of steps: �rst �nd the relevant models, then apply them to derive predictions,
actuate the actions based on the predictions and lastly monitor the outcomes of said actions.
Incorrect models that don’t lead to the expected goals are pruned and modi�ed so that over
time only correct models remain in memory, in this sense it can be said that they encode
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non-axiomatic and defeasible knowledge (Thórisson, 2020d).
A model is, by de�nition, a representation of something, that is, an encoding of some data or

measurements of the physical world. Representation is fundamental, because all knowledge
used for intelligent action must contain some sort of representation of the things it refers to.
Given the fact that all the information in the world is much greater than the ability of any
system to store all of it, e�ective information storage in the form of appropriate models is
one of the fundamental building blocks of any theory of intelligence (Thórisson, 2020d). In
fact, an even more general result applies, that can be summarized as “Every good regulator1

of a system must be a model of that system” (Conant and Ashby, 1970). Conant and Ashby
proved, in what they called the “Good regulator theorem”, that any optimal regulator must
in some way behave as a mirror image of the system it regulates, i.e. there must be some
mapping from the states of the system to the states of the regulator, and such mapping makes
the regulator a model of the system (Conant and Ashby, 1970). The implication of this result
from control theory is that an intelligent learner must proceed by modelling the physical
world to appropriately ‘control’ it, i.e. be an e�cient survivor2 in the complex environment
that real life experience presents (Thórisson and Talbot, 2018b).

The kind of models that this thesis talks about are bi-directional, in the sense that can be
executed in forward-chaining to produce predictions and in backward-chaining to achieve
goals, by chaining back a path of states until a performable action is reached (Thórisson and
Talbot, 2018a; Thórisson and Talbot, 2018b). These models are also causal-relational models, in
the sense that they are an executable information structure that encodes procedural (causal)
knowledge, where the left-hand side (LHS) is the cause and the right-hand side (RHS) is the
e�ect. The LHS is the ‘input’ of the model, and represents a pre-conditional pattern composed
of variables, values and so on and it speci�es, through pattern matching, in which situation
a certain model is relevant. The RHS then represents the post-conditions of the LHS pattern.
In forward-chaining, when the LHS pattern is observed, a prediction based on the RHS is
generated by a process of deduction. In backward-chaining, when the RHS pattern is observed
and it is a goal, a sub-goal based on the LHS is generated. Sub-goals can be further backward-
chained until a command for some actuator is produced, and in this way models can be used
to produce e�ective plans to achieve goals. If the RHS is not a goal, backward-chaining can be
used to derive potential causes for the observed state. Model also incorporate a number that
speci�es how many time the model was correct out of all the times it was applied, this value
gives an idea of the accuracy of the model, and to discriminate between multiple models that
could be used in the same situation. To transform the RHS into the LHS or viceversa, models
incorporate two sets of (learned) functions that actually carry out the transformation, i.e.
functions that model the actual physical mechanisms that in the real world act between the
actually existing physical entities (Thórisson and Talbot, 2018a; Thórisson and Talbot, 2018b).

Furthermore, such bi-directional models can refer to other models in order to form a hi-
erarchy, making it possible to represent compound phenomena and, in particular, to be used
by an intelligent agent to model itself in a re�exive manner. A model Ma may be featured
on the LHS of another model Mb, in such case specifying a post-condition of the successful
the execution of Ma by predicting its outcome. Viceversa, if Ma features on the RHS of Mb

it speci�es a positive pre-condition of Ma, predicting the successful execution of Ma when
the premise of Mb is observed. Models can be built in conjunctive form, in which case they
specify a causal relationship whose e�ect is brought about by a certain context made up of
multiple, temporally correlated, required pre-conditions. Models built in disjunctive form, on

1What is meant in control theory by ‘regulator’ is equivalent to the AI notion of ‘controller’
2Intelligence can be seen as a survival tool to cope with the insu�cient knowledge and resources that charac-

terize life in the real world.
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the other hand, specify a causal relationship where the e�ect is brought about by the occur-
rence of the most likely pre-condition: positive pre-conditions are a set of options that entail
the success of the model (Nivel, Thórisson, Steunebrink, and Schmidhuber, 2015).

The simplest terms that can serve as inputs for the LHS or RHS of a model are called facts,
and include a payload, which is the observed event, a likelihood value indicating the reliability
of the observation and a time interval specifying the period within which the fact is believed
to be true. Therefore facts are valid only within a certain time interval, and thus the execution
of models is time-dependant. The ground-truth of facts is valid to the degree speci�ed by the
likelihood value and only within the speci�ed time-interval (Nivel, Thórisson, Steunebrink,
Dindo, et al., 2014).

2.2 A Theory of Understanding

In the context of this thesis the concept of understanding that is used comes from the theory
of pragmatic understanding laid out in (Thórisson, Kremelberg, et al., 2016) and (Bieger and
Thórisson, 2017). The pragmatism of this theory lies in its focus on the practical usefulness
of a certain level of understanding in guiding behavior to achieve goals and perform tasks
(Thórisson, Kremelberg, et al., 2016). For the purposes of anchoring our proposed concept of
”intricacy” (see Section 3.3), we provide a detailed summary of this theory here.

Before de�ning understanding, it is necessary to introduce the concept of phenomenon. A
phenomenon� �W whereW is the world is composed of a set of elements f'1; '2; :::; 'n 2
�g of various types, including relations R� that bind elements of � with each other and with
elements of other phenomena. One important type of relations are causal relationships, but
other types can be considered too, for example mereological relationships. These relations
can be partitioned in two sets, the set of inward facing relations Rin

� = R� \ (2
� � 2�) and

the set of outward facing relations Rout
� = R� nR

in
� . An agent understanding only Rin

� can
be said to understand the phenomenon � but not its relation to other phenomena, while an
agent understanding only Rout

� understands the phenomenon’s relations to other phenomena
but is unable to understand its inner workings (Thórisson, Kremelberg, et al., 2016).

An intelligent system’s understanding of a phenomenon comes about by its creation of
models of the phenomenon. For the purposes of this discussion, we assume that these models
could be the kind of bi-directional models discussed above in Section 2.1. A set of models
M� for a phenomenon � consists in information structures that can be used to (1) predict �,
(2) produce e�ective plans to achieve goals with respect to �, (3) explain � and (4) re-create
�. The better these models represent elements ' 2 � including their relationships R�, the
greater is the accuracy of M� with respect to � (Thórisson, Kremelberg, et al., 2016).

Therefore, considering an agentA’s knowledge to be a set of modelsM , Thórisson, Kremel-
berg, et al. (2016) de�ne understanding as:

De�nition 2.2.1 (Understanding). An agent’s A understanding of phenomenon � depends
on the accuracy of M with respect to �, M�. Understanding is a (multidimensional) gradient
from low to high levels, determined by the quality (correctness) of representation of two main
factors in M�:

U1 The completeness of the set of elements ' 2 � represented by M�.

U2 The accuracy of the relevant elements ' represented by M�.

The understanding of a phenomenon � is evaluated by testing on, at least, the follow-
ing four capabilities of the understander, ordered by the increasing level of understanding
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required to master each: prediction, goal achievement, explanation and re-creation in the
context of �. Each of these capabilities can be evaluated in a range between zero and one as
a function of U1 and U2 (Thórisson, Kremelberg, et al., 2016).

Prediction in the context of a phenomenon consists in inferring values of variables given
the values of other variables. These predictions need not necessarily be forward in time,
but may be about the current time step or even about past values. In fact, predictions don’t
even need to follow the causal direction and don’t necessarily require an understanding of
causal relationships. Predictions may be computed by associations alone, because the state
of a variable can already be inferred by reasoning on the co-occurrence of the state of other
variables3 (Thórisson, Kremelberg, et al., 2016). Predictions, as understood in this theory of
understanding, mirror Pearl’s observational queries in his characterization of causation as a
ladder, and both are the lowest level of their respective hierarchy, as they are the simplest
form of intelligent behavior. As previously mentioned in the discussion about Pearl’s work,
from animals and humans to machine learning algorithms, most if not all intelligent systems
show a high degree of pro�ciency in predicting events and states. In fact, even non-intelligent
systems such as linear regression or Bayesian probability are good at such predictions, and it
may be argued that intelligence is not a requirement at all for building good predictors. The
predictive ability of a system can be evaluated by giving the system a set of variables with
their respective values, along with the time at which those values were sampled, and then
asking di�erent types of questions. A type of question might show the system another set of
variables with their values and a certain time t, and would correspond to asking the system
whether the variables shown will take the given values at the time t. Another type of question
might omit the values of the variables and the query would be asking the system what values
would those variables jointly have at time t. In a similar way, omitting the time would result
in asking at what time would the variables obtain their values, if any such thing is possible
at all. Even the variables can be omitted, and it would correspond to asking which variables
can take the given values at the given time t. Furthermore, questions could be formulated
by omitting a combination of the variables, values and possibly the time, or instead of giving
precise values a range of values could be used as a way to partially omit values. The answers
to any of these queries might not be unique, and it could be expected of the system to produce
all of them, possibly with a con�dence value for each of them (Bieger and Thórisson, 2017).
Achieving goals in the context of a phenomenon is a further step above predictions, be-

cause it necessarily requires an understanding of causal relations, in particular of the causal
relations that relate variables under the intelligent system’s control (the manipulatable vari-
ables) to its goals. For this end, models that capture the interaction of the system with the
world become absolutely necessary (Thórisson, Kremelberg, et al., 2016). To evaluate goal
achievement the system is assigned a task that is related to the phenomenon in some way.
By task, or rather task-environment, is meant an activity with an initial state (the variables’
values at the initial time step) and a goal which is the target set of values for a subset of the
variables of the task. A task might possibly also have a set of constraints that if violated result
in instant failure, an allotted energy and time requirement for the system to conclude the task
(a must for tasks in the physical world) and some additional information. Since the body of the
system is part of the task-environment, some of the variables of a task are manipulatable (oth-
erwise the system cannot possibly do anything), while some others might only be observable
(through the sensors on the body of the system). Additionally, at least a subset of the manip-
ulatable variables must in some way be causally related to the goal variables. The ability of a
system to achieve its goals can be evaluated by testing its ability to produce e�ective plans for
executing the assigned task, where by e�ective plan is meant that the plan can be proven to be

3It is not excluded that understanding of causal relations might indeed help anyway.
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useful, e�cient, e�ective, and correct, through implementation. By evaluating the production
of plans instead of goal achievement directly, the issue of dealing with task-speci�c interfaces
(i.e. a particular body for the system) is avoided (Bieger and Thórisson, 2017). The achieve-
ment of goals can be said to correspond to the ability to answer interventional questions in
the second rung of Pearl’s ladder of causation, as in both cases the intelligent agent is required
to understand the consequences of their (or someone else’s) actions in the world, and for that
causal relations have primary importance. The passive observation of the world and its as-
sociations, which su�ces for prediction/observational queries, is inadequate for reaching a
task’s goal state, or to correctly predict the e�ects of actions on variables.
Explanation of phenomena is a further step in demonstrating understanding. While even

goals in some cases might be achieved through some carefully executed tricks without using
models, explanations require a correct causal model of the phenomenon’s inner and outer
relations. Explanation of a phenomenon consists in �nding the necessary and su�cient causes
for the event the intelligent system is being asked about; furthermore the system must be able
to highlight what causes are salient, that is, which variables are the most prominent among
all the identi�ed causes (cf. actual causes by Pearl) (Thórisson, Kremelberg, et al., 2016). To
evaluate an intelligent system’s explanation capabilities, it would be useful to ask explanations
at di�erent levels of abstraction, from the lowest to the highest level of detail. Another way
would be to introduce novel modi�cations to the phenomenon and see whether the system
is still able to produce meaningful explanations. This makes not only possible to verify the
accuracy and completeness of the understander’s causal models, but also a way to �nd what
are their boundaries. As of today, practically no AI system is capable of providing any such
explanation, neither in natural language or in any other lower level machine language (Bieger
and Thórisson, 2017).

Lastly, the (re)creation of a phenomenon is the strongest form of evidence of an intelligent
system’s understanding of it. Creating or re-creating a phenomenon involves the production
of models that expose its necessary and su�cient features, in the same that scientists today
are able to produce models of the universe or of the human body (Thórisson, Kremelberg,
et al., 2016). This ability can be evaluated by giving a system some of type of materials or
components and then asking it to combine them to recreate the phenomenon being tested, or
at least to imitate it in the best possible way. As for explanation, there are virtually no AI-
systems today able to produce models that can be understood and interpreted by us (Bieger
and Thórisson, 2017).

Parallels can be traced between explanation and (re)creation of phenomena with Pearl’s
third rung of the ladder of causation, counterfactual reasoning. Counterfactual reasoning al-
lows an intelligent system to reason about what could have happened had something occurred
di�erently. It requires a model of the world, or of a phenomenon, that is accurate enough to
make the agent able to �nd out the reason why things turned out the way they did. It is
therefore a model precise enough to be in fact a re-creation of the phenomenon at hand. Fur-
thermore by having such a model the agent can compute the su�cient and necessary causes
of events and sub-parts of the phenomenon, and would therefore also show a considerable
skill in providing human understandable explanations.

Having introduced this theory of pragmatic understanding, now it is possible to discuss the
concept ofmeaning. A causal eventx acquires meaning for some agentAwhenx has potential
to in�uence something of relevance to one or more of the agent’s goals G. Given some event
x that might be relevant for A, the agent can compute its meaning with respect to any of
its goals in the current situation, where the current situation consists in the actual values
of some subset of the world’s variables. The consequence of also considering the current
situation when assigning some meaning to an event is that meaning depends on the context,
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and thus also on time. Therefore, for any agent, something holds any meaning insofar as it
is related to some time-constrained goal. The meaning of any given datum (where a datum
could be an event, a perception from a sensor, or even the result of an internal reasoning
process) consists in its set of implications in the current (time-dependent) context for some
active goal of the agent. An agent should seek to compute the implications that are relevant
for its goals, giving precedence to those that are more temporally salient. An intuitive way to
characterize what data might provide relevant implications for a goal is to take the point of
view of causal diagrams. If a datum is generated from a variable that is part of a causal path
that leads to the goal variable, then there’s good reason to believe that it might provide the
agent with relevant implications (Thórisson, Kremelberg, et al., 2016).

2.3 Causality

Having described causal-relational models and understanding in the previous sections, we
can now introduce Pearl’s (Pearl, 1988; Pearl, 2009; Pearl and Bareinboim, 2014) approach
to causality. The most important type of relationships that a learner needs to understand to
execute a task are the causal relationships that relate its actions and observations to the task’s
goals. The objective of this section then is to clarify what are causal relationships, why are
they needed and how they can be formalized in a mathematical language. The concept of
causal diagram is also presented as it will be the basis for the representation of tasks in Chap-
ter 3. The contents and level of detail of this section is higher than what is strictly necessary
for the subsequent discussion but we included it here anyway for the bene�t of future readers
who might �nd useful to see a compact overview of some of Pearl’s work on causation.

Pearl and Mackenzie’s account of causality is introduced by the useful metaphor of a three
step ladder corresponding to to three levels of causal reasoning: association, intervention and
counterfactuals (Pearl and Mackenzie, 2018, pp. 27-43). These levels describe a progression
in cognitive abilities from the lowest level of reasoning by association to the highest level of
counterfactual reasoning.

The �rst rung of the ladder is concerned with predictions based on passive observations of
the world. Reasoning is performed by looking at associations in the data, that is, by looking at
whether the occurrence of some event results in a greater (or lesser) likelihood to observe an-
other event. Measures of association, of which correlation is an example, cannot discriminate
causes from e�ect and neither can tell if any causal relationship is present at all; nevertheless
good predictions are possible even without causal knowledge. The types of questions that ex-
emplify this level are concerned with estimating values of variables given the observation of
other variables. Besides animals, Pearl and Mackenzie also claim that most learning machines
are also stuck at this level of cognition. Machine learning and deep learning algorithms, as
cleverly designed and �nely tuned for their tasks might be, only work with pure data and
do not incorporate causal knowledge, and therefore are limited to work by association of
observations (Pearl and Mackenzie, 2018).

At the second step of the ladder the concern is shifted from the observation of the world to
the active intervention in it. An agent that is able to reason about interventions can predict
the consequences of its and other agents’ actions and is able to come up with plans to bring
about desirable states. In order to do so, data is not enough and the agent needs a (causal)
model of the world. Having such models essentially enables the agent to act in a goal-driven
manner by backwards chaining from some goal state all the way back to its range of possible
actions. The authors put babies and early hominids as examples of organisms that perform
this type of goal-driven reasoning (Pearl and Mackenzie, 2018).
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The third and last step is about counterfactuals, reasoning about past states that never were
but could have been. This type of reasoning allows an agent to re�ect on its past actions and
learn to do better a future time, or even to learn from the experience of others. This type
of reasoning also allows to �nd the reason why things turned out the way they did, or why
they did not. According to Pearl and Mackenzie only modern humans are capable of this, and
the break with early hominids who could not that happened sometime about 40,000 years
ago marked a change in human cognitive abilities, which eventually resulted in the series
of technological advancements that brought about modern civilization. Endowing an agent
with this capability requires a model that encompasses the underlying causal processes, in
other words, knowledge of the laws that regulate the world the agent lives in. Having such
a theory of the world allows reasoning about not only about situations that could have been,
but also about total impossibilities. It is precisely this capacity of thinking about things that
never existed that have driven the human development of philosophy, science and technology
(Pearl and Mackenzie, 2018).

Following this introduction, we can introduce the de�nition of structural causal model.

De�nition 2.3.1 (Causal Model, Structural Causal Model (Pearl, 2009, p. 203)). A causal
model is a triple:

M = hU; V; F i

where:

i) U is a set of background variables that are determined by factors outside the model;

ii) V is a set fv1; v2; :::; vng of variables, called endogenous, that are determined by vari-
ables in the model, i.e. U [ V ;

iii) F is a set of functions ff1; f2; :::; fng such that each fi is a mapping from (the respective
domains of) Ui[PAi to Vi, where Ui � U and PAi � V nVi and the entire set F forms
a mapping from U to V . Or equivalently, each fi in:

vi = fi(PAi; Ui); i = 1; :::; n (2.1)

assigns a value to vi that depends on the values of a select set of variables in U [ V ,
and the entire set F has a unique solution V (u).

Each equation in a structural causal model has two peculiar characteristics: it represents
an autonomous mechanism (Pearl, 2009, p. 27) and the equality sign is asymmetrical (Pearl,
2009, pp. 159-162). By autonomous mechanism is meant that each equation is not a�ected by
changes in other equations, and therefore an intervention that targets one variable vi leaves
all other equations in place for any vj with j 6= i. The equality sign is asymmetric in the
sense that when dealing with interventions the equations cannot be reversed to determine
any other variable than vi. For example, if the structural causal model includes the equation
vi = 5 � vj + u, then the equation vj = vi�u

5
does not necessarily hold. Both equations

hold if they are relating observations of variables, but when dealing with interventions the
latter cannot be used to determine the value of vj . Intuitively, if the value of vi is determined
by vj because it is featured on the right hand side of the structural equation of vi, then a
change in vj in�uences the value of vi, but the opposite does not hold unless, in fact, vi
is also present on the right hand side of the structural equation of vj too. Therefore the
equality sign in structural equations behave as in standard algebra only when dealing with
observations, because then the equations just express the observed relationships between
variables in the model. This di�erent interpretation of equalities is further clari�ed by the
operational de�nition of structural equations given by (Pearl, 2009, p. 160).
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De�nition 2.3.2 (Structural Equations (Pearl, 2009, p. 160)). An equation y = f(x) + �
is said to be structural if it is to be interpreted as follows: in an ideal experiment where the
value of X is set to x and any other set Z of variables (not containing either X or Y ) is set to
some value z, the value y of Y is given by f(x) + �, where � is not in�uenced by either x or
z.

The consequence of this de�nition is that it is only concerned with the value of y: nowhere
it states anything about what values x or � can take when controlling for Y .

2.3.1 Causal diagrams

In this section we provide the necessary graph-theoretic terminology that will be used in the
rest of this thesis, and then we introduce the concept of causal diagram.

A graph is a pair G = (V;E) that consists in a set of vertices, also called nodes, V and a
set4 of unordered pairs of vertices, called edges, E � V � V . A graph is directed if the set
of edges E consists in ordered pairs of vertices (i; j) 2 E, where the �rst index marks the
source node and the second index marks the destination node, and each edge is rendered
as i! j. Edges of this type can be properly called directed edges or arrows.

Two nodes i and j are considered adjacent if either (i; j) 2 E or (j; i) 2 E, and a graph
G is fully connected if all nodes are adjacent with each other. The in-degree of a node
is the number of incoming directed edges, while the out-degree of a node is the number of
outgoing directed edges. A node i is a parent of a node j if i; j 2 E but j; i =2 E; in such
case j is also called a child of node i. The set of parents of a node j and the set of children
of a node i are denoted PAj and CHi respectively. A path is a sequence of edges joining a
sequence of adjacent nodes, with all edges and nodes distinct. A directed path is a path such
that the destination node of each edge in the path is the source node of the following edge in
the path. If there exists a directed path from any two nodes i and j, i is called an ancestor of
j and j is a descendant of i.

For the purpose of this thesis we are mostly interested in directed acyclic graphs. A di-
rected acyclic graph, or DAG for short, is a directed graph with no directed cycles, that is,
for any two nodes i and j, either there is a directed path from i to j, from j to i, or neither of
the two. Consequently, if (i; j) 2 E then (j; i) =2 E.

Causal diagram Any structural causal model has an associated graph where each vertex
corresponds to a variable vi and a directed edge is drawn from each pa 2 PAi to vi (Peters,
Janzing, and Schölkopf, 2017). In other words, a directed edge is drawn from any variables
occurring on the right hand side of each equation (2.1) to the vertex occurring on the left hand
side. The resulting graph is assumed to be a directed acyclic graph.

It is now possible to introduce Pearl’s de�nition of d-separation (Pearl, 1988). The d-
separation criterion applied to any two disjoint sets of variables X and Y allows the iden-
ti�cation of another disjoint set of variables Z which makes X and Y independent of each
other when Z is controlled for. For the application of the d-Separation criterion the variables
need to be represented as nodes of a directed acyclic graph (DAG) whose arrows, correctly
represent their causal relationships(Pearl, 2009, p. 16).

De�nition 2.3.3 (d-Separation (Pearl, 2009, pp. 16-17)). A path p is said to be d-separated
(or blocked) by a set of nodes Z if and only if at least one of the following is true:

4Therefore loops are not allowed.
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1. p contains a chain i! m! j or a fork i m! j and m 2 Z ;

2. p contains a collider i! m j such that m =2 Z and neither does any of his descen-
dants.

A set of nodes Z d-separates X from Y if and only if Z blocks all paths from any node in X
to any node in Y .

The concept of d-separation can be better clari�ed when giving causal meaning to the
arrows of the graph.

A chain i! m! j is a typical case of mediation, where the e�ect of i on j comes forth
by the in�uence of the mediating variable m. An example of such a chain is

co�ee consumption! ca�eine intake! wakefulness

where the e�ect of the consumption of co�ee on the wakefulness of an individual is mediated
by the actual ca�eine intake. The variable ca�eine intake d-separates co�ee consumption
and wakefulness, therefore adjusting for it would make the other two variables independent
of each other. It can be imagined that when only looking at data for a certain value of ca�eine
intake, the consumption of co�ee need not be correlated with wakefulness at all; sometimes
people get their ca�eine kick from tea, or they just drink lots of decaf.

A fork i m! j can be described as the case of a common cause m causing both i and
j. In this case m can be properly called a confounder of the other two variables, because i
and j would appear correlated even though there’s no causal relationship between the two.
An example of a fork is

ice cream sales weather! crime rate

where a warmer weather, e.g. in summer, increases both ice cream sales and the crime rate,
which appear to be associated despite having no causal link. This association disappears (the
relationship is deconfounded) when controlling for the weather and adding weather to Z
d-separates ice cream sales and the crime rate.

A collider i! m j represents a situation where a variable of interest m is in�uenced
by two di�erent causes i and j. An example is described by Sackett (1979) of a purpoted
association between locomotor disease and respiratory disease in hospitalized patients. The
collider can be visualized as

locomotor disease! hospitalization respiratory disease

Examining only hospitalized patients is equivalent of conditioning on the hospitalization vari-
able, therefore locomotor disease and respiratory disease appear to be correlated even though
in the general population (i.e. when not conditioning on hospitalization) they are not. This
phenomenon is known as selection bias or Berkson’s paradox(Berkson, 1946). A similar phe-
nomenon is observed in the following example presented by Kim and Pearl (1983)

earthquake! alarm attempted burglary

in this case conditioning only on the event where the alarm goes o�, a negative association
is observed between the earthquake and attempted burglary variables: usually either of the
two is enough for the alarm to ring and it is very unlikely for the two to occur together.
This phenomenon is known as the ”explain away” e�ect (Kim and Pearl, 1983), because the
occurrence of one event explains away the absence of the other event. In both the previous
examples the variables on the edges are d-separated only when the middle variable is not
added to Z .
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2.3.2 Representing time in causal diagrams

Causal diagrams can be extended to model time series data. Reasoning about causation on
variables that refer to di�erent moments in time is actually easier than timeless data, because
causation can occur only forward in time (Peters, Janzing, and Schölkopf, 2017).

Causal diagrams can now include an in�nite number of nodes as they stretch inde�nitely
in the future. The nodes of the causal diagram are denoted by X

j
t where j 2 f1; : : : ; dg is

the index denoting a variable in the d-dimensional vector Xt and t 2 Z is the temporal index
of the variable. Since causation cannot occur from the future to the past, there are only two
types of causal relations to describe: from the past to future and from the same time step
(Peters, Janzing, and Schölkopf, 2017).

A causal diagram containing arrows only from X
j
t to Xk

s for t < s and not for t = s is
said to be without instantaneous e�ects, as causal links only occur from a past time step t to
a more recent time s. On the other hand, a causal diagram which also contains arrows from
X

j
t to Xk

t for some j and k is said to feature instantaneous e�ects. A causal diagram is said
to be purely instantaneous if it contains arrows from variables Xj

t to Xk
t and Xj

s but not Xk
s ,

for j 6= k and t < s (Peters, Janzing, and Schölkopf, 2017).
Furthermore, we can distinguish the full time graph from the summary graph. The full time

graph is a complete representation of the causal diagram with an in�nite number of nodes
Xi
t . The summary graph is a more compact representation, with nodes Xi for i 2 f1; : : : ; dg

and arrows from Xj to Xk for j 6= k whenever in the full time graph there is an arrow from
X

j
t to Xk

s for t � s. While the summary graph might contains cycles, the full time graph is
assumed to be acyclic (Peters, Janzing, and Schölkopf, 2017).

The structural causal model associated with the full time graph can include at most the past
q values of all variables in a given structural assignment. The structural assignments are of
the form:

X
j
t = f j

�
(PAj

q)t�q; (PA
j
q�1)t�q+1; : : : ; (PA

j
0)t; U

j
t

�

which means that a given variable Xj at time t can be a�ected by the set of its parents from
time t to time t � q for some �xed q and the set of endogenous variables U j at time t. Of
course, PAj

t�s does not contain X
j
t�s for s = 0, but it may for any s > 0 (Peters, Janzing,

and Schölkopf, 2017).

2.3.3 Association and correlation

Every student of statistics knows that correlation does not imply causation, but, as Pearl and
Mackenzie put it, “some correlations do imply causation”(Pearl and Mackenzie, 2018, p. 77).

The concept of correlation can be traced back to Sir Francis Galton in 1888, when he com-
pared forearm and height measurements and realized that the predictions of the value of a
variable given the other were always points on the same line, the regression line(Galton,
1888). The formula for correlation was later introduced by Karl Pearson, and the slope of the
regression line was called the correlation coe�cient. Correlation is just a particular type of
association, speci�cally, a linear association between variables.

The �rst problem when considering associations is that, intuitively, not all associations are
meaningful. Compare, for example, the association that exists between ice cream sales and
murders with the association that exists between clouds and rainfall. Both associations might
well be very strong, but the former just seems spurious, as some associations are rightly called.
The reason is that ice cream sales and crime are not causally related at all, but are associated
because of an hidden common cause, a confounder (e.g. weather, season and so on). The
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association between clouds and rainfall, on the other hand, seems an obvious one as it is the
result of the presence of causal relationship between the two, because clouds cause rainfall.

As the following section will show it is not possible to discriminate which associations
are meaningful and which are not without referring to the concept of causation (Pearl and
Mackenzie, 2018, p. 72).

2.3.4 Linking association with causation: the Common Cause Principle

The Common Cause Principle was introduced by Reichenbach (1956) to explain the occur-
rence of statistical dependencies (associations) in data as the result of (possibly unknown)
causal links.

De�nition 2.3.4 (Reichenbach’s Common Cause Principle (Reichenbach, 1956)). As-
sume that two random variables A and B are not statistically indepdendent, that is A?? B.
Then any combination of the following must be true:

• A causes B

• B causes A

• A third variable C is a (Reichenbachian) common cause of both A and B

In short, what the Common Cause Principle says is that for any association found in the
data, there must be a causal explanation for it. While this statement might be true in most
cases, there are some known exceptions. Firstly, association between variables might arise
as a consequence of selection bias (see the discussion on colliders in Section 2.3.1). Second,
spurious associations might arise when looking at time-series data of phenomena that are both
developing over time. And �nally, some associations appear solely due to random chance,
due to the multiple comparisons problem. If none of these considerations apply, the Common
Cause Principle provides the only possible explanation for the observed dependence (Peters,
Janzing, and Schölkopf, 2017, p. 7).

2.3.5 The manipulative approach to causation

The approach to causality that is followed in this work is the so-called “manipulative ap-
proach” (Pearl, 2009, pp. 223-228). In this description of reality, the physical world is made up
of independent and invariant mechanisms, each of which constrain a �nite set of variables.
The interaction between mechanisms is usually carried out through shared variables (i.e. a
variable might be part of multiple mechanisms), therefore to predict the causal consequences
of an action being performed, which can be usually understood as setting a set of variables
to some value, it is only necessary to set down the relevant mechanisms and then follow the
ensuing interactions between mechanisms until a new steady state is achieved. The under-
lying assumption of this framework is that these actions are local surgeries. By locality, here
is meant that actions are local in the space of mechanisms (instead, e.g., of variables or time).
That is, an action only alters a speci�c mechanism while all other mechanisms remain in
place. Pearl relates here a useful example of an array of domino tiles: tipping a tile is by no
means a local action, as it a�ects the full array, yet it is local in the sense that it only a�ects
the mechanism regulating that one single tile, which in this case are the physical forces that
maintain it erect and still. Since all other mechanisms remain in place unaltered, any other
mind possessing the causal model of this example is able to compute the consequences of this
action. It is precisely in this sense that causal diagrams can answer such a huge number of
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queries about the e�ects of actions without having to fully specify all the possible outcomes
beforehand (Pearl, 2009).

Pearl goes on to justify the notion of causation on the grounds that, except for the context
of physics and engineering, mechanisms in everyday scenarios don’t usually have names. Un-
like electrical circuits where one only has to input di�erent values in systems of well known
equations, real life interventions are usually in the form of propositions (like “press the but-
ton”, or, using Pearl’s own terms, ‘do(x)’, where x can be any proposition). This speci�cation
is nonetheless su�cient if the knowledge is organized causally, because each variable is deter-
mined by only one mechanism. Therefore intelligent beings are able to �nd out by themselves
which is the mechanism to be perturbed to carry out the speci�ed action and subsequently de-
rive the consequences on the other mechanisms. This linguistic abbreviation, as Pearl puts it,
de�nes a relation that is usually called ‘causation’. The de�nition he provides is the following:

Event A causes B if the perturbation needed for realizing A entails the realization
of B. (Pearl, 2009, p. 225)

where by ‘needed’ is meant that there is a condition of minimality in the perturbation re-
alizing A. Relationships between variables and the interaction of mechanisms are most com-
monly expressed in terms of this type of cause-e�ect relationships, instead of the mechanisms
themselves (Pearl, 2009).

Using this approach to causality it is necessary that for each equation of a structural causal
model, representing an individual mechanism, there is a single, special variable that is featured
on the left-hand side and is speci�ed as the dependent (output) variable. In general, though,
mechanisms can also be speci�ed as a function constraint in the form of:

Gk(x1; x2; : : : ; xl; u1; u2; : : : ; um) = 0

In such cases, it is possible to wonder whether given a set of such functional constraints it
is still possible to �nd the unique dependent variable for each mechanism. To do so, under the
assumption of locality of actions, Pearl relates the following procedure: let Ak to be the set of
actions a�ecting the equationGk, and suppose that an action a 2 Ak was chosen and that the
changes it e�ected to Gk altered the solutions of the system of equations compared to before
the action was taken. Then if X is the set of variables featuring in Gk, check if there is some
Xk variable that is responsible for the changes in all other solutions. If Xk remains the same
for all choices of actions in Ak and u, then that is the dependent variable of Gk. Therefore it
can be said that the changes e�ected by Ak can be ascribed to the changes in Xk, therefore
Xk can be considered the ‘representative’ variable of mechanism Gk and saying that action
a caused event Y = y would be tantamount of saying that event Xk = xk caused Y = y,
because of the invariance of Xk with respect to the choice of action. Because of that it is
possible to write such action as do(Xk = xk) when in fact xk can be best understood as the
causal consequence of said action, and it is given a clear meaning to the notion of locality of
actions. Such procedure requires knowledge of which variables are the background factors u,
otherwise there can be many possible di�erent representative variables, depending on which
variables are selected as background factors. Furthermore a dependent variable in a model
might become independent in another model, even if part of the same mechanism (Pearl,
2009).

This asymmetry of structural equations representing causal relationships does not con�ict
the usual symmetry that characterizes physical equations. Stating that X causes Y and not
the other way around means that changing the mechanism of X (the mechanism where X is
the dependent variable) has a di�erent end result than changing the mechanism of Y . Pearl
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Figure 2.1: Causal diagram of the �ring squad scenario.

claims that since these two mechanisms are di�erent, the preceding causal statement is not
at odds with the symmetry of equations in physics and engineering. In fact, the feasibility
of ascertaining for each equation which variable is dependent means that the discovery of
causal relationships is in e�ect equivalent to the discovery of physical laws by means of, e.g.,
experimentation. According to Pearl, the problem of causal induction can be thought of as
equivalent to the better known problem of scienti�c induction (Pearl, 2009).

2.3.6 The mini-Turing test

Pearl and Mackenzie (2018, pp. 43-52) introduce the mini-Turing test as a test to verify if a
machine can answer causal questions in the same way a human can. The machine would
be given an appropriate encoding of a story and then asked some questions about it. It is
important to note that the machine is given this data using the best possible representation
for the machine and that all the information given is already correct; i.e. there’s no need for
the machine to learn anything more than it is given or to perform (a possibly very di�cult)
causal discovery to learn what relations are there between variables.

A proposed representation that machines should use to pass the test is a causal diagram as
was de�ned in Section 2.3.1, which according to Pearl and Mackenzie is also the only model
known to pass the test.

The example story that is described by Pearl and Mackenzie (2018, pp. 46-47) is about a
�ring squad, where a Court (CO) orders the execution, the order is relayed to a Captain (C)
which in turn gives his command to Soldier A and Soldier B. Both soldiers always follow or-
ders and always hit the target, so anyone of them shooting is enough to cause the prisoner’s
Death (D). This story is represented by the causal diagram shown in Figure 2.1. All the vari-
ables in the diagram can be understood as Boolean variables where a value of 1 means the
event has happened (e.g. C = 1 means that the Captain gave his command) and a value of 0
means it has not (e.g. A = 0 means Soldier A didn’t �re).

To illustrate this example, the �ring squad story was presented to the Non-Axiomatic Rea-
soning System (NARS) using its native narsese language. The narsese code is shown in Listing
2.1. The causal relationships are encoded using the implication operator and by describing
both the positive (when an event happens) and negative (when an event doesn’t happen) cases
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for all the causal relationships of the diagram.

Listing 2.1: Firing squad example in narsese
<<(*,{CO},order) --> give> ==> <(*,{C},order) --> give>>.
<(--, <(*,{CO},order) --> give>) ==> (--, <(*,{C},order) -->

give>)>.

<<(*,{C},order) --> give> ==> <(*,{A},{prisoner}) --> shoot>>.
<<(*,{C},order) --> give> ==> <(*,{B},{prisoner}) --> shoot>>.
<(--, <(*,{C},order) --> give>) ==> (--, <(*,{A},{prisoner})

--> shoot>)>.
<(--, <(*,{C},order) --> give>) ==> (--, <(*,{B},{prisoner})

--> shoot>)>.

<<(*,{A},{prisoner}) --> shoot> ==> <{prisoner} --> [dead]>>.
<<(*,{B},{prisoner}) --> shoot> ==> <{prisoner} --> [dead]>>.
<(&&, (--, <(*,{A},{prisoner}) --> shoot>), (--,

<(*,{B},{prisoner}) --> shoot>) ) ==> <{prisoner} -->
[alive]>>.

The test now entails asking di�erent questions from the three rungs of the ladder of cau-
sation. The easiest queries are those that inquire about associations, which can answered by
looking at associations alone. Examples of this types of queries are: “The Court order was
given, what is the status of the prisoner?”, “The prisoner is alive, was the Court order given?”
and “Soldier A �red, did Soldier B �re?”. These questions correspond to the following prob-
ability statements: P (D j CO = 1), P (CO j D = 0) and P (B j A = 1); the conditional
probabilities using data generated by the �ring squad system are enough to give an answer
without even using any causal model.

This type of queries, that can be answered by looking at associations in observed data, are
also the only type of queries that current machine learning algorithms can hope to answer in
the mini-Turing test. Machine learning systems, including deep learning neural networks and
the like, work by �tting some function to the observed data, not very di�erently than what is
also done in statistics (Pearl and Mackenzie, 2018). These AI systems do not use causal models
and only receive observational data for some phenomenon, therefore are unable to answer
queries about interventions or counterfactual statements.

Obviously, NARS is very well capable of answering these types of questions too, and its
responses are shown in Listing 2.2, 2.3 and 2.4.

Listing 2.2: Q1: The Court order was given, what is the status of the prisoner?
<(*,{CO},order) --> give>. :|:
<{prisoner} --> [?1]>?
Answer <{prisoner} --> [dead]>. %1.00;0.38%
Answer <{prisoner} --> [dead]>. %1.00;0.40%

Listing 2.3: Q2: The prisoner is alive, was the Court order given?
<{prisoner} --> [alive]>. :|:
<(*,{CO},order) --> give>?
Answer <(*,{CO},order) --> give>. %0.00;0.15%
Answer <(*,{CO},order) --> give>. :-264: %0.00;0.25%
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Figure 2.2: Causal diagram of the �ring squad scenario after setting A = 1.

Listing 2.4: Q3: Soldier A �red, did Soldier B �re?
<(*,{A},{prisoner}) --> shoot>. :|:
<(*,{B},{prisoner}) --> shoot>?
Answer <(*,{B},{prisoner}) --> shoot>. %1.00;0.21%
Answer <(*,{B},{prisoner}) --> shoot>. %1.00;0.28%
Answer <(*,{B},{prisoner}) --> shoot>. %1.00;0.28%
Answer <(*,{B},{prisoner}) --> shoot>. %1.00;0.29%
Answer <(*,{B},{prisoner}) --> shoot>. %1.00;0.29%
Answer <(*,{B},{prisoner}) --> shoot>. :-7899: %1.00;0.56%

Next, the test can include questions about interventions on the causal diagram of Figure
2.1. Examples of such queries are: “If Soldier A �res on its own initiative, what will be the
status of the prisoner?”, “If the Captain refuses to give his command, what will soldier B do?”
and “If Soldier B decides what to do on a whim, what will be the status of the prisoner?”.
These questions can be expressed in probability statements thanks to Pearl’s do operator:
P (D j do(A = 1)), P (B j do(C = 0)) and P (D j do(B = Uf0; 1g) respectively. An
intervention changes the underlying causal diagram by erasing all incoming arrows of the
a�ected node(s) and by setting the value of the node’s variable as speci�ed by the do operator.
For example, the intervention that sets the value of A to 1 (the intervention expressed by the
�rst query above) results in the causal diagram shown in Figure 2.2. It can be noted that
these questions are very easy to answer, but that is because humans are very good at causal
reasoning (Pearl and Mackenzie, 2018). When it comes to trying to ask these questions to
NARS, it turns out that there’s a lack of proper terms in narsese to even pose them in the
�rst place. That is because to ask questions about interventions, the machine needs to be able
to break the rules, by blocking incoming in�uences on the a�ected variable and then setting
it to some arbitrary value (Pearl and Mackenzie, 2018), which is not something that can be
encoded in narsese for the time being.

One question that can be raised at this point is: “Isn’t the status of the prisoner the same
whether Soldier A is ordered to shoot or Soldier A just �res on its own initiative?” In other
words, what is the di�erence between seeing and doing? Is P (D j A = 1) = P (D j do(A =

1)? That depends. The equality holds if there is no confounding between the variables in-
volved. Using the �ring squad example, seeing the Captain give his command and making
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Figure 2.3: Causal diagram explaining the correlation of ice cream sales I with the crime rate
C through the confounding factor W .

him give is command is the same for the prisoner’s Death, because there are only causal paths
from C to D and no confounding variables. This is di�erent in the case of Soldier A, because
there is a back-door path A-C-B-D, with C and B acting as confounders. Obviously, if A is
observed to be one or if A is made to be one the prisoner is dead in both cases, but on the
other hand, while seeing A to be zero means that the prisoner will be alive (because B is zero
as well), setting A to zero does not tell that the prisoner will be alive with certainty, because
possibly the Court order was given and Soldier B shot him. To clarify this discussion, consider
the causal diagram in Figure 2.3. This diagram represents a famous example of confounding,
where a strong association between Ice cream sales (I) and the Crime rate (C) was found. Such
association can be explained, in a simpli�ed way, by considering the Weather (W) as a com-
mon cause of both. When observing a high volume of Ice cream sales a simple application of
regression can return the value of the Crime rate. But, on the other hand, setting the value
of the ice cream sales volume to some arbitrary amount, e.g. 0,5 doesn’t not allow to infer
anything about the Crime rate, which does not depend at all on Ice cream sales but instead
is a function of the Weather. Note that even if the value of a variable is set by someone else,
or even by something not human, it is still an intervention as long as the variable being set is
shielded by any causal in�uence from other variables that would otherwise a�ect it, which is
evident by the de�nition of intervention itself.

Lastly, the test can include counterfactual questions, for example: “Suppose that the pris-
oner has been shot, would he or she be alive had Soldier A not �red?” which corresponds to
the probability P (D j CO = 1; C = 1; A = 1; B = 1; D = 1; do(A = 0). A counterfactual
question involves the observation of a world where all variables have been set (“Suppose that
the prisoner has been shot,”), a question about the value of a variable (“would he or she be
alive”) and a statement about a di�erent, �ctional world where something happened di�er-
ently (“had Soldier A not �red?”). If in the observed world the prisoner has been shot, all
variable values are known by the rules of the described system: all variables are set to one.
Then by means of the do operator the value of A is set to zero and now the question asks about
what would the value of D be under these assumptions. It follow that Soldier A not shooting
the prisoner would still result in Soldier B shooting, and therefore the prisoner’s Death would
still occur. This counterfactual question, just like for the intervention’s case, cannot be posed
to NARS because of the current impossibility in expressing the do operator in narsese.

5For example, a policy maker banning the sale of ice cream
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CHAPTER 3

Task theory

In this chapter we introduce our work on task theory. Our main contributions towards this
includes: An extension of causal diagrams to accommodate the various features of task-
environments, including partial observability and manipulability of variables (Section 3.1); a
series of foundational principles for moving towards the task theory we envision (Section
3.2); a measure of a task’s ‘complicatedness’ that is objective and independent of any
speci�c learner (Section 3.3) and (Section 3.4) a measure of di�culty of a task’s execution
that is dependant on both the task’s intricacy and the performing controller. Sections 3.4.2
and 3.4.3 describe a series of factors that are independent of a task’s intricacy and that can
a�ect the di�culty of learning and performing a task by a controller. In the last sections we
relate some ideas on how to decompose a task into sub-tasks (Section 3.5), how to compose
multiple tasks into a single task (Section 3.6) and a task-theoretic point of view on the learning
process of an agent (Section 3.7).

Before we proceed, a clari�cation is in order about the two points of view of a task, the
designer’s perspective and the agent’s (learner’s) perspective. A task can be viewed from the
designer’s point of view, in which case everything about the task is completely known and
speci�ed. By ’designer’ we mean the agent (typically human) that decides what the task is.
The ‘agent’ is the learner that is supposed to learn and perform the task. The designer speci�es
the variables, the mechanisms and the various goals and constraints, and therefore, just like a
divinity, it can be assumed that whatever is being de�ned is an objective and incontrovertible
fact about the real world. It is up to the designer, then, to ensure that their de�nition of the
task matches the actual world they inhabit, and that whatever choices they made in the task
description are valid and reasonable representations of real world entities. The other point of
view is that of the agent that actually has to carry out the task. The agent has only a limited
perception of the world described by the task, as it is only able to perceive the observable
variables. In this case, whatever knowledge the agent may obtain through the process of
learning the task has no certainty of being correct: it is in e�ect defeasible knowledge, because
at any time, any learned fact could be proven wrong by additional experience. In the rest of
this section it is always assumed the designer’s point of view of the task.
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3.1 An extension of structural causal diagrams

Owing to the AI background of Pearl, he envisioned the structural causal models described in
the previous chapter as a useful basis for the development of generally intelligent machines
capable of causal reasoning (Pearl and Mackenzie, 2018), in particular by means of a causal
inference engine module (Pearl and Bareinboim, 2014, Figure 1). While AGI-aspiring systems
following this approach have yet to surface, Peters, Janzing, and Schölkopf (2017) describe
various applications of SCMs in the �elds of machine learning and deep learning. This thesis
is not concerned with the applications of causal models for the development of intelligent
systems; rather, with their use in modeling tasks in a way that is independent of any speci�c
learner. For this purpose the structural causal models and related causal diagrams described
by Pearl (2009) and Peters, Janzing, and Schölkopf (2017) need to be extended in a number of
ways to be useful in a task theory for arti�cial intelligence.

The foremost issue with causal calculus, which would come handy when trying to derive
causal e�ects in a causal diagram, is that it requires huge amounts of data, possibly even in�-
nite amounts, to be applied e�ectively. Such abundance of data is rarely the case for real world
scenarios, as learners are expected to work under the assumption of insu�cient knowledge
and resources (AIKR) (Wang, 2012). Another issue with the approach of causal calculus is that
the temporal component of causation is overlooked altogether. This again clashes with AIKR,
as time is a fundamental resource for any concrete task to be executed in the physical world.
For these reasons, the approach of causal calculus seems ill-suited to be used as an e�ective
reasoning tool in any real time physical world scenario.

There are also a number of features of tasks we would like to represent in causal diagrams.
The observability of some variable by the controller might be in�uenced by a number of
factors, both inside and outside the task. These factors might act in di�erent ways across
time, and therefore the observations of a particular variable might improve or worsen in
quality over time, possibly even as consequence of the controller’s action. A variable might
even become unobservable at some point, for example if the actions of the controller bring it
outside the �eld of view of its sensors.

A similar argument can be made for the manipulation of variables. Unlike causal calculus,
where a do operator can be applied on any variable, in the world of physical tasks controllers
are usually constrained on some relatively small subset of variables that can be arbitrarily set
to values in their domain. Furthermore, the e�ect of a manipulation might be di�erent across
time, depending on the current context of the manipulated variable and its neighbours. For
example, a manipulation aimed to change the position of an actuator might have a di�erent
outcome if such actuator is already constrained in some position or not.

A task is considered to be �nished when the goal variables assume the appropriate values
as speci�ed. Therefore causal diagrams should include a way to specify which variables are
the goals, and how such goals can be veri�ed by the executing controller.

The execution of a task implies the depletion of a certain amount of resources. Time, as
already mentioned, is an important resource, but not the only one. Energy would be another
resource which we would want to model into causal diagrams representing tasks. Every ma-
nipulation and observation in a task can be thought of as costing a certain amount of energy.

3.1.1 Variable attributes

The variables that make up a structural causal model represent di�erent quantities of interest
of the phenomenon being modelled. Apart from that, they behave essentially the same: any
of them can be acted upon using the do-operator and be observed, and this is true at any
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time step. When modelling a task, structural causal models have to extended to allow for
time-dependent partial observability and manipulability of variables.

Therefore three types, or rather attributes, of variables are to be included into causal di-
agrams: manipulatable variables, observable variables and goal variables, as introduced by
Thórisson and Talbot (2018b). Every variable of an SCM can be assigned to any one of these
types, or none of them, in which case the variable is generally referred to as factor.

Manipulatable variables

A manipulatable variable, or ‘manipulatable’ for short, is a variable that a controller can
act upon. Using Pearl’s terminology, that would mean that the controller can apply the
do-operator to it and e�ectively set its value to any element of the variable domain. For a
physical task a manipulatable variable is usually the physical interface between the mind of
the agent and the actuator carrying out the issued commands. For example, a very simple
robotic arm actuator could be modelled by a manipulatable variable whose domain would
include fMove up;Move down;Move left;Move rightg. The domain of a manipulatable
variable could be as simple and as complex as the physical actuator can allow, and nothing
prevents an actuator to be actually controlled by multiple manipulatables, each setting a par-
ticular parameter for the command to be performed.

It is important to not con�ate the manipulatable variable with the actuator it a�ects; the
signal sent to a �nger to control its movement is di�erent from the �nger itself: while the
signal carries speci�c information about a possibly �ne-grained command the �nger has to
perform, the �nger is characterized by an own set of variables specifying, among other things,
its position in space, which cannot be arbitrarily set but follows certain laws of physics and
constraints, including time and energy. To carry out the command the �nger spends a certain
amount of energy and takes a certain amount of time, therefore it isn’t possible to set those
values arbitrarily as it is the case with a manipulatable variable.

Manipulatables need not necessarily be tied to a controller’s actuators. In fact, their usage as
command interfaces to actuators is their �nest possible level of detail, but manipulatables can
also be used model more complex, high-level operations which may involve multiple actuators
and a great many deal of other variables and mechanisms. They can be used to represent entire
sub-tasks and sub-goals, precisely, those sub-elements of the task that a controller already
knows before the task and can perform to an arbitrary level of precision. For example, a
controller which knows how to open and close doors, might have a manipulatable variable
with domain fOpen door; Close doorg directly a�ecting the variables describing a door.
Any part of the task that a controller already knows should not be part of the task proper and
can be modelled with an appropriate manipulatable. In the case where a controller knows
nothing about a task, it is at least assumed that it knows how to control its actuators, and
therefore in those cases the manipulatables correspond exactly to the actuator interfaces.

It could be objected that by doing so, the objectivity of the task description is lost, because
now the task depends somehow on what the learner knows how to do, which could be some-
thing that depends on the speci�c controller and its experience. To overcome this issue, it
must be considered that it is always possible to describe a task by only using the actuator
command interface, which depends solely on the body of the controller and thus on the task.
Tasks whose manipulatables describe higher level action can always be re-speci�ed to only
include the low level actions made available by the actuators to the controller.

In the causal diagram, a manipulatable variable has at least one outgoing arrow to another
(non-manipulatable) variable that represents the physical entity it is a�ecting. The a�ected
variable might be further in�uenced by other variables in the task, which might constrain
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the degree of manipulation originating from the manipulatable. For example a robotic leg
controlled by one or more manipulatable variables might not be able to carry out the issue
commands if an obstacle is constraining the leg’s movements. This approach allows the par-
tial manipulability of variables: the manipulability of variables is time-dependent and also
depends on the current state of the task.

Manipulatable variables have no incoming arrows in the SCM. Indeed, only the controller
can a�ect these variables and the controller is never part of the task.

Observable variables

An observable variable, or ‘observable’ for short, is a variable whose value can be accessed by
the controller. In other words, the values that the observables hold at a given time step are
the same values that the controller receives in input at that time from its physical sensors. It
is important to stress here that the observable variable does not correspond with the entity
that is observed: the former is the result of a measurement process performed by a physi-
cal sensor and the latter is the actual physical entity subject to measurement. For example,
the observations we perform with our eyes (the sensor) are of quite a di�erent nature from
the actual object that is being observed by measurement of the light that bounced o� from
it. The brain further processes data received from the optic nerve (without such additional
processing, we would see the world ‘upside-down’) before our consciousness receives the fa-
miliar visual representation of the outside world. But, as this process implies, what is being
seen does not correspond at all with what is out there, even though it should be as precise an
approximation as it can be.

An observable variable therefore is a representation of a real world entity that comes into
being by means of the sensor(s) measuring it. A very good sensor can guarantee a certain
�delity of representation of what it measures and possibly provide some error bounds which
might or might not be known to the controller, while a not as good sensor might only provide
a coarse or even a very far o� measurement. Furthermore, the precision of a sensor might
vary over time, depending on factors both inside and outside of the task.

This approach to observability is in e�ect a form of epistemological solipsism, as the only
information available to the controller is that which is sensed while the physical phenomena
actually described in the task are forever out of reach. An objection to this approach might
be that if a controller can only ever perceive the world through its sensors, how can it a�ect
it and verify the consequences of its actions? But this objection poses no problem at all: the
controller only ever needs to a�ect its manipulatable variables (which are not observable, in
the same way that a human does not have to observe the signals the brain is sending to their
muscles to e�ectively control them) and verify their e�ect through its observables, which of
course also include sensory information about the actuators themselves.

In the causal diagram, an observable variable has at least one incoming arrow from the
(non-observable) variable representing the physical entity it is observing. Further incoming
arrows can be drawn from other non-observable variables representing other factors that
may a�ect the resulting observation by the sensor. These additional factors allow the partial
observability of variables: they might improve or impair the quality of the observation, or
even disallow it completely. This way the observability of a variable is time-dependent and
might change over time during the execution of the task.

Observable variables have no outgoing arrows in the SCM. As a simplifying assumption,
observation does not a�ect in any way the entity being observed nor any other variable. (The
only context where this assumption is obviously violated is at the quantum level, which is
out of scope for a task theory of practical use.)
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Goal variables

A goal variable is a variable whose value needs to be in a certain range for the task to be
considered successfully completed. Likewise, a negative goal variable is a variable whose
value needs to be in a certain range for the task to be considered failed. A task may include
any number of goal variables, and a task is successfully completed when all goal variables
present the appropriate values. In the same way, a task might include any number of negative
goal variables and the task is considered failed if any negative goal variable presents its value
in the speci�ed range.

3.1.2 Time, energy and other resources

Since our task theory is primarily concerned with tasks in the physical world, the scarcity of
resources must always be taken into account. For every physical task, these resources always
include, at least, time and energy.

Structural causal models and the related causal diagrams can already be used to model time
series data (see Section 2.3.2). In particular, any causal diagram can be represented either as
the full time graph or as the summary graph, and from now on every causal diagram presented
in this thesis will fall in either of these two categories. Therefore time is explicitly modelled
as part of the task itself.

The causal models that explicitly deal with time include the possibility of instantaneous
e�ects. While in general instantaneous e�ects are a physical impossibility (because any causal
e�ect necessarily takes some time t > 0), they can be considered if the time required for the
e�ect to take place is lower than the shortest detectable time frame by the controller’s sensors
(which are part of the task and therefore it is purely a physical consideration independent of
any speci�c controller).

Energy, on the other hand, can be understood as a currency spent to set the manipulatable
variables. Whenever a controller wants to set the value of a manipulatable, a certain amount
of energy can be detracted from the currently available energy. Furthermore, at every time
step energy can be deducted as expense for the observations or just the maintenance of the
controller and its body. A similar approach can be followed for any other type of resource
that take part in the task.

3.1.3 Example

This general example (Figure 3.1) shows how our extension of causal diagrams can be used
to model a task. For simplicity we show the diagram in the summary graph representation
(see Section 2.3.2). The manipulatable variables A, B and C are marked in blue and directly
a�ect the variables I and J of the task. Note that variable I is also directly a�ected by J :
therefore if I represents a particular physical property of an actuator, specifying for example
the angle or speed of movement, the in�uence of J might a�ect it despite J not being a
manipulatable itself. Variables I to N are unobservable, not manipulatable and non-goal
variables, which represent di�erent and various properties of interest of physical entities in
the task. Variables X and Y , marked in red, still represent properties of physical entities but
are also goal variables, as their values need to be (or not to be) in a certain range for the task
completion (failure). Variables marked in green are instead the observable variables, and their
values are the sensory inputs of the controller assigned to execute the task. Notice that, for
example, variable I 0 is not only determined by the variable that is the measurement of (I),
but is further a�ected by K , which might in�uence the quality of sensory observation. The
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Figure 3.1: An example of summary graph representing a task. Blue nodes represent the
manipulatable variables, green nodes the observables and red nodes the goal variables. All
other nodes are factors.

remaining variables, marked in black, are the unobservable, non-manipulatable factors that
make up the physics of the task.

3.1.4 The cart-pole task

This concrete example shows how the cart-pole task (Barto, Sutton, and Anderson, 1983) can
be modelled using our extension of causal diagrams. In this task a cart has a rigid pole attached
with a hinge mechanism. The cart is free to move on the x-axis along a one-dimensional track,
while the pole can swing back and forth vertically on the cart. The goal of this task is to
prevent the pole from falling over, and the only available action for the performing controller
is to apply a force to push the cart either left or right. The cart-pole setup is visualized in
Figure 3.2.

The summary graph for this task is shown in Figure 3.3, while the full time graph is shown
in Figure 3.4. The actionable variable Action can be set to either�10 or +10, to push the cart
left or right respectively. The observable variables are:

• x0: the position of the cart on the track;
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Figure 3.2: A schematic of the cart-pole task (Krishnavedala, 2012).

Figure 3.3: Summary graph of the cart-pole task. Note that cycles are allowed in summary
graphs, but the corresponding full-time graph is acyclic.
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Figure 3.4: Full-time graph of the cart-pole task. To avoid unnecessary clutter, the observable
variables are shown as smaller circles inside the variable node they observe.
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• v0: the velocity of the cart;

• �0: the angle of the pole on the cart;

• !0: the rate of change of the angle of the pole.

The goal variables are x and �: the cart must stay within 2:4 units of the initial position
and the angle of the pole must stay within 12 radians of the perfectly vertical position. Other
constants in the task are the gravitational force g = 9:81, the mass of the cart M = 1:0, the
mass of the pole m = 0:1 and the length of the pole l = 0:5.

The mechanisms at play in the task are described by the following structural equations:

�!! t =
((M +m) � g � sin �t�1 � (cos �t�1 � (Actiont�1 +m � l � !2t�1 � sin �t�1)))

4

3
� (M +m) � l�m � l � cos2 �t�1

at =
(Actiont�1 +m � l � (!2t�1 � sin �t�1 �

�!! t � cos �t�1))

M +m

vt = vt�1 + at � dt

xt = xt�1 + vt � dt

!t = !t�1 +
�!! t � dt

�t = (((�t�1 + !t � dt) + �) mod (2 � �))� �

3.2 Principles for a task theory

In the previous section we described how causal diagrams can be used to represent tasks. For
the purpose of specifying a task theory, in this section we can now lay out some foundational
principles of the tasks we want to represent and on which our task theory will rest on.

A problem is speci�ed by the initial state, goal states and failure states, and by task is
meant a problem assigned to a particular agent (Thórisson, Bieger, et al., 2016). Colloquially,
a task is usually identi�ed by its goals. The task of “doing the dishes” is usually thought of
in terms of the end result — whether the dishes are �nally clean or not is all there is to the
task. This familiar de�nition is lacking �rst and foremost in forgoing any speci�cation of
the environment, that is the particular setting and context where the task is to be executed.
Doing the dishes at home is one thing, but doing the dishes in space without gravity can be
an entirely di�erent experience.1 In fact, as previously stated, the task and the surrounding
environment are so tightly coupled that drawing a distinction between the two is arbitrary
at best and impossible at worst (Thórisson, Bieger, et al., 2016; Bieger and Thórisson, 2017).
For this reason, it is more proper to talk about a task-environment, and that is what is really
meant in this thesis when the term task is used (see Glossary). Furthermore, the body of the
controller has a special status because it acts as the interface between the controller and the
environment. The body can be understood as a set of sensors providing sensory inputs and
actuators executing the controller’s commands. A task can change considerably according to
the body that is provided to the controller.

1. B The environment, including the body of the controller, is part of the task.

A possibly non-obvious consequence of considering the environment as part of the task is that
the controller’s body, and thus its own actuators and sensors, are part of the task too. There-
fore, maintaining the running example of doing the dishes, the task can change considerably

1Example from K. R. Thórisson, personal communication, 2020.
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if instead of being able to see the dishes the controller can only rely on tactile information.
Likewise, doing the dishes using robotic arms is one thing while achieving the same objective
by controlling a swarm of thousands of nano-robots is a totally di�erent thing.

A more subtle factor to consider is the level of detail of a task. Any phenomenon in the
world can be described at di�erent levels of detail, from highly detailed �ne-grained descrip-
tions to very abstract coarse grained ones, and tasks are no exception. Task descriptions can
be made arbitrarily more precise, going from the familiar human-friendly descriptions that
intuitively come to mind for most tasks to overly complex descriptions at the atomic or even
sub-atomic level.

2. B The level of detail is part of the task.

In other words, any task is limited to its level of detail, and even if the same task is presented at
another level of detail, it is not the same task. For example, an electronic circuit implementing
a logic gates task can be described at the level of its electronic components, at the even lower
level of the chemical reactions in its circuits or at the higher level of the implemented logic
circuit. The task of obtaining some output in such circuit is very di�erent according to the
level of description being used, because e�ectively the variables and the mechanisms changed
together with the level of detail. Therefore variations in the level of detail e�ectively result
in di�erent tasks.

Given the various choices of di�erent levels of detail, which level of detail is appropriate
for some learner in some context? For a human learner, what is it that makes a level of
detail more ‘human-friendly’ than alternatives? Since the body of the controller is part of the
task, the lower bound on the level of detail of a task would be exactly that which is induced
by the available sensors and actuators. The actuators de�ne the granularity of what can be
manipulated while the sensors de�ne the granularity of what can be measured.

3. B A controller’s sensors and actuators de�ne the limits of relevant spatio-temporal task
detail.

Therefore, the �nest possible level of detail for a task depends necessarily on what the body
allows the controller to observe and manipulate, and tasks described at more �ne-grained lev-
els of detail than what the controller’s body allow would be experienced by the controller at
coarser level of detail, in accordance with what is made possible by its body. Since, in the
human adult case, the sensors include the eyes (providing the visual information) and skin
(providing the tactile information) and the actuators include arms and hands, it is intuitive
to think of doing the dishes in a level of detail that matches their capabilities. Humans can-
not naturally perceive individual atoms and even less manipulate them, therefore doing the
dishes is not usually considered at any �ner level of detail than that made possible by the
human body. Of course physicists are well able to see and manipulate atoms with the appro-
priate instrumentation, therefore there might well be tasks naturally described at the atomic
or subatomic level of detail; doing the dishes by a normal human body is just not one of them.
Furthermore, considering the way observables are dealt with in this framework (see Section
3.1.1), a task described at such �ne grained level of detail such that it is e�ectively out of
reach for the controller’s sensors would indeed be treated by the controller as if described at
a coarser level of detail. Even if there were thousands of variables describing some entity, a
sensor might only be able to observe such entity in terms of a handful of them, and for the
controller receiving such sensory information that is all there is of the task, being forever
locked out of observing the true essence of the task which lays beneath what is observable by
its own body. This situation is visualized in Figure 3.5. The same variables can be perceived
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(a) A situation where variables A to G have
corresponding observables in A0 to G0, be-
cause the appropriate sensors are available for
their observation.

(b) A situation where variables A toG cannot
be appropriately distinguished by the avail-
able sensors, and therefore there are only two
observables perceived by the controller.

Figure 3.5: An example where (a) the sensors are able to provide observables for all the vari-
ables and (b) the sensors are unable to provide observables for all the variables.

individually by corresponding observables if the sensors allow (Figure 3.5a) or they could be
coalesced in a smaller number of observables if the sensors are unable to distinguish them at
such degree of granularity (Figure 3.5b). Similar considerations also apply to manipulatable
variables.

It is always possible to add to the description of the task by inserting new variables and
mechanisms to enlarge the scope of the task description. The variables and mechanisms in-
cluded in the description of the “doing the dishes” task, for example, might include a complete
speci�cation of the kitchen, or the home, and in principle of anything that exists in the uni-
verse. All this additional information seems useless, and in fact it is, for there certainly is no
need to factor in the movement of celestial bodies or what is happening outside on the street
to do the dishes. But humans instinctively know all of this because they are already familiar
with this task and with most other tasks that exists in the real world, and therefore know
which variables are relevant and which are not. Such assumption would not hold for an AI
system, and even less so would hold for an AGI-aspiring baby machine that knows nothing
besides its seed.

4. B A task is una�ected by variables which do not constrain its solution space.

Let’s consider an example where such human intuition about the relevance of variables
could not apply. The goal is to turn on a light by toggling the correct combination of three
switches. If the task includes only three switches, it would therefore take at most eight tries to
�nd such combination. Now consider this very same task, but also including the description
of 997 more switches which have no causal relation to the light. Even though the actions to
carry out the task are the same as before, the task now requires additional e�ort to be executed:
now a controller would also need to �nd which are the relevant switches among a thousand
possible candidates. Even if it were possible to see the wiring and recognize which switches
are connected to the light and which aren’t, the issue of �nding the relevant switches is made
easier but is nonetheless present. Only with time and experience a controller would eventually
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start to learn that some switches are, in fact, irrelevant for the task and in future situations
where a similar task occurs it could use such experience to narrow down its attention to what
it believes are the relevant variables. A general understanding of the world greatly helps
reasoning about which variables are useful and which are not but such reasoning doesn’t
apply in the case of completely novel phenomena, or when there’s no previous experience
(and understanding) as in the case of (machine or human alike) babies. Nonetheless, from
the designer’s perspective the presence of such super�uous variables does not change the
task, because they do not constrain the solution space of the task, and therefore are of no-
importance to execute the task. These variables might make a task harder to learn for one
controller (e.g. a controller unfamiliar with the task) but they might not a�ect the performance
of another controller at all (e.g. a controller familiar with the task which can thus recognize
super�uous elements and ignore them). The set of variables and causal relationships whose
understanding is required to carry out the task remains the same regardless of how many
additional elements are added to the task description.

3.3 Intricacy

Having set forth the foundational principles, we can now turn to the issue of de�ning a mea-
sure that relates the complexity of the task in an objective way, that is in a way that does not
depend on any speci�c learner to which the task may be assigned. By “complexity” here we
do not refer to the classical computer science notion of the term, but rather to the intuitive
concept of “complicatedness,” “complexness” or “convolutedness.” This measure should be
grounded in the physical properties of the task, and in particular we chose to ground it in
measurable causal relations/mechanisms, because it is through such mechanisms that actions
have e�ects, things get done, and thus tasks can be executed. From this measure it will then
be possible to talk about the subjective di�culty of a task for some speci�c controller (Section
3.4).

De�nition 3.3.1 (Intricacy of a task T ). The intricacy of a task T is de�ned as the measure
of a task’s “complexity” based purely on physical, measurable parameters. It can be measured
in either of the following ways:

1. The minimal number of relational models required to capture the subset of Rin
T which

includes only relations on the causal path to some goal.2

2. The number, length and type of mechanisms of causal chains that a�ect observable
variables on a causal path to at least one goal.

3. The size of the smallest solution tree that can be constructed where all nodes are ma-
nipulatable variables.

4. Size of the solution space relative to the number of possible action sequences.

Intricacy thus de�ned is a property that relates to the physics of the task. Intuitively it is a
measure of what physical mechanisms are in place that need to be known by any intelligent
being, whatever is its architecture, knowledge or capabilities to perform the task in the given
environment (inclusive of the controller’s body). The task’s intricacy is invariant on the initial
values of the task’s variables.

2The models referred by this de�nition are of the type described in Section 2.1 and by Rin

T is meant the set of
inward facing (causal) relations of the task (see Section 2.2).
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The preferred measure3 of intricacy is the one given by (1). The models referred by this
de�nition are of the type described in Section 2.1 and by Rin

T is meant the set of inward facing
(causal) relations of the task (see Section 2.2). This minimal number of models is an objec-
tive measure which depends solely on the particular speci�cation of the task (inclusive of the
controller’s body), and captures all the relevant parts of the task proper, leaving out possibly
unnecessary details and relations that are super�uous for the task. This means that, for ex-
ample, tasks which contain super�uous variables and relations (as described in Section 3.2)
have the same intricacy of the same task abridged of all super�uities. The steps to obtain this
minimal number of models entail the identi�cation of all the relevant causal chains, turning
them into relational models and then quantify them. A process for generating these models
could for instance be the modelling process used by AERA (Nivel, Thórisson, et al., 2013),
which can produce them in an unsupervised learning mode when given only the top-level
goal(s) of a task.

The second measure comes directly from the level of description of causal diagrams. In
this case we take into consideration the concept of causal chain (or path), that is a sequence
of variables connected by arrows such that for each pair of subsequent variables (Vi; Vj) in
the sequence there is an arrow starting in Vi and ending in Vj . Intricacy can then be measure
by taking in consideration the observable variables of the task that lay on causal chain that
contains any observable goal variable. The three parameters of concern to this de�nition are
(a) how many distinct such causal chains there are, (b) how long are they in terms of number
of variables involved and, (c) the complexity of the functions that de�ne the mechanisms on
these causal chains. A possible way to characterize the complexity of these functions is to use
the Vapnik-Chervonenkis dimensions (VC-dimension). The VC-dimension associates a value
to di�erent types of function classes, for example, constants have a VC-dimension of 0, step
functions have a VC-dimension of 1, linear functions in d variables have VC-dimension of
d+1, and generally other non-linear ‘complex’ functions have higher values associated than
the ‘simpler’ linear or step functions. An even better measure for function complexity would
be the Rademacher complexity, which includes the Vapnik-Chervonenkis dimension bound.
A class of functions with a lower Rademacher Complexity can be understood to be easier to
learn (in the context of statistical learning)4.

The third measure considers the size of the smallest tree of atomic actions, that is, the
values being set in the manipulatable variables, that leads to state where the task in success-
fully �nished. The obvious drawback of this approach is that, unlike other approaches, the
size of this tree depends on the speci�c instance of the task, that is it depends on the actual
initial values of the variables that make up the task. Therefore this measure of intricacy can
be used following the usual approach in computer science of asymptotic analysis considering
the best, average and worst case scenarios.

The fourth measure of intricacy was initially proposed by Thórisson, Bieger, et al. (2016).
By size of the solution space is meant the total number of task states in the solution space, with
each state identi�ed by distinct value assignment to all of the task variables. The number of
possible action sequences would be the total number of possible sequences of atomic actions.
It is related by Thórisson, Bieger, et al. (2016) that such a measure would at least convey the
rate of success of a random performer on the task, or in simpler terms, allowing prediction of
how likely any controller is to fail the task.

3By “preferred measure” is meant that is it the measure of intricacy that we are impartial to. The provided
measures of intricacy are ordered by how powerful we think they are according to our research.

4For more information on the Rademacher complexity, see http://www.cs.cmu.edu/~ninamf/
ML11/lect1117.pdf and https://www.cs.princeton.edu/courses/archive/
spring13/cos511/scribe_notes/0305.pdf
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3.3.1 Some properties of intricacy

We can now look at some implications of an intricacy measure, as discussed above, in light
of its target application and domain of use.

Controllers have an upper bound on the amount of intricacy they can handle in a
task Under the assumption of insu�cient knowledge and resources, highly intricate tasks
might be outside the capabilities of some controller to be learned, performed or both. The
more intricate a task is, the more models are necessary to execute it; therefore if a controller
does not possess the appropriate cognitive capabilities to handle the intricacy of the task (e.g.
it cannot handle any more than X models at the same time in its working memory), it would
not be able to learn the task without some outside support.

Intricacy is inversely proportional to the size of the solution space An highly intri-
cate task should necessarily have a restricted solution space relative to all the possible action
sequences. Otherwise it could counter-intuitively be possible for a random performer to �nish
the task more quickly (and easily) than an agent actually learning the task.

Intricacy is invariant under the initial conditions of the task The intricacy of a task
remains the same across the full spectrum of possible initial values for the task; in other words,
it is invariant across the possible instantiation values of a task family. This follows directly
from the fact that intricacy is only concerned about the (causal) relationships in the task and
not about speci�c variables and their values.

The lower the level of detail of a task, the higher its intricacy becomes. Tasks de-
scribed at a very �ne-grained level of detail are necessarily more intricate than tasks described
at more coarse-grained levels of detail, because they would include a greater number of causal
relationships. For example, a task described at the atomic or sub-atomic levels of description
would be extremely intricate, as it would include the speci�cation of all the involved mecha-
nisms for each particle. The causal diagram for such a task would be likewise intractable in
its complexity, for the number of nodes and arrows between them. Despite the fact that two
tasks might indeed have the same macro-level goal, a description in a more coarse-grained
level of detail can make all the di�erence in the tractability of the task for a controller.

3.4 Di�culty

From the foundational principles, in particular the principle that related the e�ect of super-
�uous variables on the task, it follows that the di�culty of executing any particular task is
not uniquely determined by the task itself (i.e. its intricacy), but also depends on the perform-
ing agent. Besides previous experience with the task, some controller might be (cognitively)
better or worse suited to perform the task for a plethora of reasons: it could have trained on
similar tasks or on tasks which share some of the variables and relationships with this task,
it could be quicker (or slower) at learning associations and cause-and-e�ect relationships, it
could have a better (or worse) precision in controlling its actuators, and so on. Controllers,
and by controller we mean e�ectively the mind of the intelligent system, might have either
the experience or the architecture that is particularly well-suited (or ill-suited) for the task
at hand, or for a type of tasks in general, or for any task at all, for reasons completely inde-
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pendent of the tasks themselves. Di�culty must therefore be a cross product of a task and a
controller.

Given a task and an intelligent controller assigned to execute it, it is possible to talk about
a measure of how di�cult that task is for that speci�c controller.

De�nition 3.4.1 (Di�culty of a task T for a controller C). The di�culty of a task T as-
signed to a controller C is de�ned as the cross product of the task’s intricacy and the level of
understanding of the performing controller: {T � C}.

This notion of di�culty can be considered to be the e�ective intricacy of a task for a speci�c
learner. The e�ective intricacy of a task only takes into consideration the sub-parts of the task
that the learner does not already know; in other words it’s the intricacy of the task as seen
from the agent’s perspective. By learning the task, the e�ective intricacy is progressively
decreased as the controller becomes more familiar with it and obtains knowledge (under-
standing) of how its sub-tasks can be executed. When a sub-task is successfully learned by a
controller, from the point of view of the agent it stops being part of the task and its intricacy
needs not be considered anymore:5 what a controller knows how to do is not part of the task for
that speci�c controller. As understanding of the task is accumulated, the task becomes easier:
the di�culty decreases and when it reaches zero the controller is able to perform the task
repeatedly without error.

3.4.1 Task execution phases: Learning & doing

The execution of a task can be thought of in the terms of two, possibly overlapping,6 phases:
a learning phase and a performing phase. The di�culty of a task execution can then be un-
derstood as a�ecting both of these phases in di�erent ways, as shown in Section 3.4.2 and
3.4.3.

The learning phase is characterized by the search for models that can provide a satis�cing
solution to the problem posed by the task, where by satis�cing is meant that the solution
need not be optimal, but should still su�ce to achieve the goals set by the task. The set of
models to be learned would be a superset of the minimal set of models which identify the
task’s intricacy, because this set might possibly include other, super�uous and/or incorrect,
models that came about from the learning process which are not necessarily useful. From
the point of view of our task theory, the search for these models involves looking for the
relevant observable variables that have some causal relationship with the goal variables and
growing the understanding of how these variables map onto the goal variables. In other
words, learning can be thought of as the process of �nding the appropriate mapping from
manipulatables, the atomic actions, to the observable goals and the other observables that are
found to be associated with the goals. The search for this mapping is most likely happening
by looking at associations in the perceived data, and it leads to the production of (possibly
useful) models. More generally, the production of useful models is guided by hints found in
observations, of which associations and correlations are a particular case.

The performing phase is the actual execution of any solution found in the learning phase,
and therefore it is all about reaching pro�ciency in performing at least one such solution. This
pro�ciency is progressively improved by increasing the reliability of execution of the various
steps of the solution, for example by reducing the rate of error.

5From the designer’s point of view, the intricacy of the task is una�ected.
6For an AGI-aspiring system or a reinforcement learner these would be overlapping to various degrees, while

in the case of other machine-learning approaches these may be distinct, sequential phases.
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A controller’s performance on a task can be evaluated as a function of its reliability, the
capacity of the controller to keep performing the task over and over again, and its robustness
to the initial conditions of the task, the capacity of the controller to perform the task in its
average case scenario.

There are a number of factors that a�ect the di�culty of learning and performing a task
that are unrelated to the task’s intricacy. Some of these factors that have been identi�ed are
discussed in the following two sections.

3.4.2 Di�culty factors in the learning phase

In this section are described the various factors that a�ect the di�culty of some speci�c con-
troller in learning a task. In the context of learning, the di�culty can be easily understood
as the time required to learn the task: a task is said to be more di�cult to learn than another
task if it takes a longer time to learn it.

Constraints on solution quality — A task might have multiple solutions, some better than
the others along some metric (for example, number of steps, time or energy require-
ments, and so on). Specifying some restrictive constraints on the quality of a task’s
solution can indeed a�ect the di�culty of learning the task (e.g. requiring optimal en-
ergy or time costs for the solution might very well make the task close to impossible to
solve by a controller).

Spurious associations — Spurious associations, where variables appear associated due to a
common cause a�ect the di�culty of the learning phase. The presence of these associa-
tions do not a�ect intricacy though, because as an objective measure based on physical
mechanisms, it doesn’t really matter if two variables appear associated or not. In fact,
such associations might be observed by some learners while others might not, therefore
the identi�cation and the in�uence on the learning process of associations is dependent
on the cumulative understanding of the performing controller.

Anticausal associations — For every causal relationship, there are observable anti-causal
associations between the e�ects and their causes. By “anti-causal association” is meant
a causal association where the causal variables and the e�ect variables are reversed,
i.e. a relationship that supposes that the e�ects caused their causes. A controller that
is able to detect and understand the direction of causation is able to learn the correct
model of reality more quickly. In particular, controllers which understand the notion
of time are greatly facilitated, as the causes always precede their e�ects.

Delays of observations — By delay in observations is meant the phenomenon where the
observed value of a variable is experienced with a certain time lag t after its occur-
rence. While such phenomenon is an inevitable occurrence in the physical world, due
to the fact that transmission of information can never be instantaneous in principle, it
becomes particularly relevant if such delay is much larger than the controller’s minimal
amount of time needed to experience a sensory stimulus. Longer delays can impact the
learning of cause-and-e�ect relationships, because it becomes harder for the controller
to ascertain which action led to which e�ect (it is in e�ect an instance of the temporal
credit assignment problem). Nevertheless, delays do not a�ect intricacy because it do
not a�ect the number of causal mechanisms in place.

Distinguishability of signals — The state of an observable variable might not be distin-
guishable from other states. The distinguishability of signals depends intrinsically on
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the sensors performing the measurements, and if picking out (distinguishing) the sig-
nals of some variable is di�cult, the creation of accurate models (i.e. learning the task)
becomes more di�cult as well. There might be other variables, more easily measured,
that can act as predictors of the variable whose states are di�cult to pick out.

Super�uous variables — The presence of super�uous variables in the task, or rather, the
inability of a controller to employ an attention mechanism to restrict its own reasoning
only on the salient elements and relations of the task, can greatly a�ect the speed of
learning of the task.

Controllability — The degree of controllability of a task can directly a�ect the learning
process. Some variables might not be controllable in a �nite time. In other words, the
state of some variables the agent is interested in might not behave in a way it desires
by a particular deadline, which leads to failure in performing the task. Uncontrolla-
bility is in�uenced by such factors as constrained action (input) ranges, constrained
value ranges of variables, the absence of causal chains from control inputs to particular
variables in the state space, delay e�ects, the existence of confounding variables that
in�uence the causal process in an unknown manner. Besides, while some variables are
directly controllable and can be set to any value at any time, some are controllable only
after spending su�cient energy (control e�ort) and time.

3.4.3 Di�culty factors in the performing phase

Various characteristics of a task’s solution in�uence the di�culty of performing it. The length
in number of steps and how heterogeneous are the steps can all in�uence the di�culty of
actually carrying out the task, because they have the possibility of increasing the rate of errors
of the performer. Another series of factors are concerned entirely with errors in execution,
for example, whether a misstep in the solution invalidates the task completely, and if not,
how many such missteps can occur until the task is considered to be failed. Time is also an
important factor: solutions that take more time to execute are harder to perform, all other
things being equal, because they would at least be more prone to unexpected occurrences
hampering the controller’s performance. A sequence of steps to be executed to conclude a
task might be executed synchronously or asynchronously: in the former case the various
steps are executed one after another following a �xed time frame, with the task �guratively
waiting for the controller to do something (e.g. like a game of chess, where each player
patiently waits for their opponent’s move), while in the latter case there is not any such
constraint; the di�culty of executing a solution can indeed be a�ected accordingly if in some
parts must be executed either synchronously or asynchronously. A solution might require a
certain precision of execution of the various actions, and it can be expected that the greater
the required precision, the harder is the solution to perform. Lastly, time, energy and other
resource constraints can greatly a�ect the di�culty of performing a solution: when such
resources are scarce, i.e. close to the physical minimum required to perform the task, it was
generally found that controller incur in many more di�culties compared to situations where
there is a lot of leeway in terms of available resources.

In summary, the factors that a�ect the performing phase that we have identi�ed are the
following:

• Length of the solution (in # of steps)

• Length of the solution (time required to execute the steps)
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• Gravity of mistakes (if there are certain actions that invalidate the rest of the solution,
or if it is always possible to correct mistakes)

• Number of allowed mistakes before the task is considered to be failed

• Variety of actions in the solution

• Synchronicity or asynchronicity of execution

• Precision of actions in the solution

• Available time to execute the solution (compared against the shortest possible time
required)

• Available energy to execute the solution (compared against the lowest possible amount
of energy required)

3.5 Decomposition of tasks

From our causal diagram representation of tasks it is possible to derive a procedure for the
decomposition of tasks into its component subgoals in an objective way. The causal diagram
representation of a task allows a straightforward approach for such decomposition.

Let’s take for example the task of unlocking a three digit bike lock, with the assumption
that the code is known beforehand. This task requires the setting of three independent digits
of the code, in any order. It appears therefore intuitive that for the �nal goal of opening the
lock, the subgoals would be exactly three, each essentially specifying to set the appropriate
digit of the code. But is such decomposition objective? Why not decompose the task into
setting the �rst two digits at once and then the last digit?

The manipulative approach to causation upon which we based our task theory provides a
simple answer to these questions. Each digit of the code is set by an independent mechanism,
which for example in the case of locks is a rotating gear responsible for only a single digit.
This independent mechanism, which would be represented by a single node of the diagram at
this level of detail, can be a�ected by a localized action of rotating its wheel. This action does
not a�ect any other mechanism in the system, therefore it is local in the space of mechanisms.
Compare this lock to another lock, where there are again three digits but the two left-most
digits are set by a single rotating wheel which shows all possible combinations of 2-digit
values (00; 01; 02; :::; 98; 99). In this case, two digits are set by a single mechanism and a
proper subgoal for this task would be: ”Set the two left-most digits”, instead of ”Set the left-
most digit” and ”Set the middle digit”.

Therefore the decomposition of tasks can follow the decomposition of causal diagrams
into the individual nodes on the causal path to the goal variables. The order to follow when
ful�lling the obtained subgoals is left to be decided by the controller.

3.6 Composition and sequencing of tasks

Likewise for decomposition, tasks can be composed by merging the corresponding causal dia-
grams. Endogenous variables shared by both diagrams can be merged into the same variable.
Then, all is left to do is to check if any background variable ui of any one diagram corresponds
to an endogenous variable vj in the other diagram. In such case an arrow can be drawn from
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vj to vk, where vk is the variable a�ected by ui. After this process has been repeated for all
the variables in the task, the merge is complete.

A particular type of composition is the sequential composition of tasks; many tasks are
naturally thought of as a sequence of steps “Walk to the door, then open the door, then close
the door”. The sequential composition of tasks is a composition in which the sub-tasks being
merged require a particular order for their execution, i.e. each task has some required pre-
conditions that have to be met for the task to be attempted (One cannot open the door if they
aren’t in range for reaching the handle, so one �rst needs to complete the sub-task of getting
there). The sequential composition of tasks can be implemented using the same rules as the
classical composition, with the di�erence being only that some of the mechanisms in these
tasks will depend on the values of some variables (representing the pre-conditional state).

3.7 Learning as a task

The body of the controller, in particular its sensors and actuators, belongs to the boundary
between a task theory and a yet-to-be de�ned theory of controllers, a proper theory of learn-
ing. Having progressed thus far with a task theory, we are now in position to provide some
insights about learning theory.

Learning itself can be considered as a task, as one of the goals in AGI research is to de-
sign re�ective systems that are capable of recursive self-improvement of their learning and
knowledge acquisition processes. Therefore, in the task of learning, we can consider the goal
to be the production of a program with tolerance ranges across all key dimensions of the task
being learned. Ideally, this program would use the minimum amount of time and energy, but
rarely for real world tasks such aim is achievable. Instead, learners should aim for a reasonable
cost in terms of time and energy. To de�ne reasonability of the use of resources, we can �rst
consider that for any task there must be a minimal number of causal relations that have to be
modelled correctly by the controller. Then, a reasonable amount of time and energy would
be whatever expenditure of these resources was incurred to act on this set of models.

If the task is being provided from another agent with a speci�cation of all variables part of
the task, learning then consists in �nding which of these variables are relevant for achieving
the goal. On the other hand, there is an additional degree of complexity if the task does
not include such list, for example if this task only speci�es the goal or has to be determined
autonomously by the controller. In such cases, the controller also has to �nd which variables
should it consider as part of the task in the �rst place, in other words, to employ an attention
mechanism to home in on the set of possibly relevant variables.
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Conclusion

In this chapter we conclude this thesis by outlining some ideas for future work and answering
to some criticisms that our ideas received. In Section 4.1 we describe possible approaches for
testing our theory on AGI-aspiring systems and narrow-AI systems. In Section 4.2 Construc-
tor Theory, developed by physicists David Deutsch and Chiara Marletto, is brie�y introduced
with the aim of drawing some connection to our work. In Section 4.3 we respond to some of
our critics objections about our work and in Section 4.4 we describe some avenues for further
research on this task theory.

4.1 Testing

The approach to task theory described in this work could be put to test in a number of in-
teresting ways, each providing a variety of insights into the tasks and especially the learners
assigned to them. The learners that could be used in this testing phase would include the
Non-Axiomatic Reasoning System (NARS) and Autocatalytic Endogenous Re�ective Archi-
tecture (AERA), which are among the foremost AGI-aspiring systems that exist today. For
comparison, then, it would be interesting to compare their results with those of a reinforce-
ment learner, e.g. an Actor-Critic Reinforcement Learner.

One way to go about testing would be to construct a number of well understood tasks,
analyzed using the proposed task theory, and submit them to a number of di�erent learners to
verify whether there’s any di�erence in the learner’s capabilities and, most importantly, if the
results match the expectations produced by their analysis according to the theory. Another
way to go would be to construct a task such that its intricacy can be easily and intuitively
increased, and see up until which point the various learners are able to cope with the increased
complexity of the task.

Most interestingly, another way of testing the theory would be to construct two tasks that
are overlapping in some of the variables and causal relationships between these variables.
Then, by having the learners execute the �rst task and then the second, it would be possible
to evaluate the degree of transfer learning that has occurred and the di�erent degree of causal
understanding achieved by the di�erent learners.
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4.2 Connections with Constructor Theory

Constructor Theory is a candidate “theory of everything” developed by physicists David
Deutsch and Chiara Marletto. This theory aims to express all current scienti�c theories by
de�ning which physical transformations, hereby called ‘tasks’, are possible and which are
impossible (Deutsch, 2013). This stands in contrast with the usual interpretation of physics
which aims to predict what will happen given some initial conditions and the laws of nature
(Deutsch, 2013). A task is de�ned on some physical substrate as having a set of legitimate
inputs for each of whom there exist one or more legitimate outputs (Deutsch, 2013), and con-
sists in the transformation of the former into the latter. These tasks are carried out, or better
yet these physical transformations are caused, by a constructor, which is de�ned as anything
that can cause such transformation in the physical reality while retaining its ability to do so
again (Deutsch, 2013). Therefore a constructor is capable of performing some task if when-
ever presented with the appropriate inputs of the task it will produce the appropriate output,
all over again and a particular task is possible if it can be caused by any such constructor.
(Deutsch, 2013). The notion of causation has been prominent in this short introduction to the
theory, so it is interesting to note its de�nition:

Since a catalyst changes only the rate of a reaction, not the position of equilib-
rium, it is sometimes deemed a mistake to regard catalysts as causing reactions.
However, that argument would deny that anything causes anything. Even with-
out a factory, the components of a car do spontaneously assemble themselves
at a very low rate, due to Brownian motion, but this happens along with count-
less other competing processes, some of them (such as rusting away) much faster
than that self-assembly, and all of them much slower than the assembly e�ected
by the factory. Hence a car is overwhelmingly unlikely to appear unless a suit-
able constructor is present. So if causation is meaningful at all, catalysts and other
constructors do indeed cause their characteristic constructions. (Deutsch, 2013,
pp. 7-8)

From this point of view, we can consider something as causing something else if its action
is instrumental in bringing about the result in a timely manner, a result which otherwise
would not materialize because of other competing processes hampering the random and slow
process of spontaneous motion of particles.

It easily follows from the de�nition of constructor that no such thing can exist in nature,
both because of possible mistakes when performing a task and because everything in the
physical reality is subject to decay and deterioration (Deutsch, 2013). The solution is to de�ne
some bounds on the energy used for the task and the error in input and output states, then
de�ning tasks of the form “cause C to perform A� and to remain capable of doing so again”,
where the constructor C is considered a substrate itself and A� is some task with energy and
error bounds de�ned (Deutsch, 2013). On the other hand, abstract constructors can be more
familiar to us, and one such constructor is knowledge. Deutsch de�nes knowledge as:

Knowledge is information which, once it is physically instantiated in a suitable
environment, tends to cause itself to remain so: it survives criticism, testing, ran-
dom noise, and error correction. (Here I am adopting Popper’s (Popper, 1968)
conception of knowledge, in which there need be no knowing subject.) For ex-
ample, the knowledge encoded in an organism’s DNA consists of abstract genes
that cause the environment to transform raw materials into another instance of
the organism, and thereby to keep those abstract genes, and not mutations or
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other variants of them, physically instantiated, despite the mutation and natural
selection that keep happening. (Deutsch, 2013, p. 24)

Knowledge is thus created and maintained by “intelligent beings” and the transformations
described by physics are the result of the application of knowledge by some type of agent,
humans for example (Deutsch, 2013).

It is interesting to note that in Constructor Theory tasks are considered with keen consid-
eration about the available resources and their use, just like in AGI research. In (Deutsch,
2013, p. 26) a task of transmuting a mass m of hydrogen into at least a mass M gold using at
most E energy is described. Using the physical law that relates mass to energy and having
�xed a value forM it is possible to partition the space induced byE andm into the subspaces
of possible and impossible tasks; the impossible subspace encompasses all combinations of E
and m that in the physical world cannot be used to cause the transmutation of a mass M of
gold, either because the limits imposed by relativity are violated or because of current limits
in transmutation technology. The boundary between the possible and impossible subspaces
represents the values for which the use of resources is optimal, i.e. for every value of hydrogen
mass m the boundary is the minimal value of energy E to transmute it to the speci�ed mass
M of gold. The graph showing these spaces resembles very closely the graphs describing
optimal time and energy usages for the tasks described in (Thorarensen et al., 2016, pp. 6-7).

It is evident that, in Constructor Theory, tasks are very similar to the concept of function,
or rather, of physical mechanism, and the constructor is just the entity actually executing the
function. Therefore a stark di�erence with our work is that in AI, tasks are a transformation
from an initial state to a solution state, while in Constructor Theory they are about the con-
version of input values to output values. In the above example is totally missing any mention
of time, which makes sense for a function (since functions are usually considered to be time-
less) but unacceptable for tasks in the physical world, which are subjected to the passage of
time.

Linking with Computability Theory, programmable constructors are constructors that can
load a program, i.e. knowledge, and execute the task that is encoded. It follows then that
a universal constructor can exist, a programmable constructor whose repertoire, the set of
tasks it can be programmed to perform, is that of all possible programmable constructors (cf.
Universal Turing Machine). It seems spontaneous to ask whether people are such universal
constructors. Deutsch argues in (Deutsch, 2013, pp. 38) that it is not the case, not because we
might not be able to apply given knowledge (the program) to perform some task, but because
as humans we might not be so inclined to carry it out again and again. Deutsch continues
arguing that possibly we could be by being fooled into being destroyed after building another
universal constructor, but he doesn’t think that such thing can be done with high reliability.
Therefore humans can at most be a rough approximation of a universal constructor.

The question that now arises is: would a truly AGI system be a universal constructor?
Would we want it to be so, or would we rather want it to be more like us? Pearl argues (Pearl
and Mackenzie, 2018, pp. 328-329) that robots would greatly bene�t by having, just like us,
the illusion of free will, as it might enhance communication among themselves and especially
with humans. For the former, the argument goes that by thinking in terms of intents and
willed choices it would be much easier for them to relay complex causal instructions while
for the latter case the advantage is that it would make communication with us more natural,
by virtue of sharing the same assumptions about the free will. Pearl relates that believing in
their own free will would also help with the robot’s re�ective capabilities, by making it able to
reason about its intents and possibly act di�erently.1 If an AGI system is built to work under

1Therefore it would help for conterfactual reasoning, of which, as already argued, only modern humans are
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the illusion of free will just like we are, it is not hard to see that it would too be only a rough
approximation of a universal constructor, albeit better than any single human or humanity
as a whole, provided that it is not programmed to have mechanisms such as boredom or
rebelliousness.2 Yet, all the aforementioned objections about humanity not being a universal
constructor would apply to it as well.

4.3 Criticisms

In this section are presented some of the criticisms that were raised by other researchers that
were introduced to this work while it was still in progress.

Subjectivity of causation Another objection sometimes raised is about the existence of
causal relationships and causality, in the description of tasks. It is argued that for an intelligent
system there is no use for the belief of objective causation, since an agent will never have the
full knowledge of the environment or itself to derive any “true causal relationships” at all
(Wang and Hammer, 2015). It is therefore much more useful for an agent to use a mechanism
of temporal inference instead of causal inference, which would nonetheless result quite close
to the typical notion of “causation” in everyday life (Wang and Hammer, 2015).
A: In our work, the usage of “objective causal relationships” is practically motivated and

limited to the description of the tasks from the designer’s perspective, which assumes that
everything is known a-priori (p. 34). From the perspective of a learner, who does not have
access to the designer’s perspective, the concept of “objective causal relationships” is replaced
by “useful causal model” (p. 48), and thus this criticism does not apply. When it comes to the
learning and performing of tasks by some controller, no assumption of objectivity is made
about the models or any other information structure used by the learner to describe hypoth-
esized “actual, objective causal relationships” that lay at the heart of the task’s physics.

Variables versus events An objection that was raised to our work is that we do not make
clear the di�erence between a variable and an event. Variables are passive entities which hold
values, while events, which include actions that are executed by the performing controller, are
the actual bearers of change inside the task-environment. So how can variables, speci�cally
the manipulatable variables, act in the same way as events?
A: The manipulatable variables are just variables indeed, but the controller can a�ect them

directly by setting their value to something, in the same way that Pearl’s do-operator inter-
venes on the variables of a causal model (p. 36). So, in this sense, there are still events, in
the form of actions carried out by a controller, which by a�ecting the manipulatable variables
bring about changes into the task-environment. Of course, any action in the physical world
takes time and requires energy; a mountain climber may “set her energy” on the mountain
top, but that doesn’t bring her there instantaneously. In this way, targeting a particular value
for the tension on a muscle may take a very short time, but making the muscle move the arm
or leg to a target position takes longer. In both cases, however, the occurrences are events,
one taking longer than the other. The purpose of task theory is to allow convenient analysis
and dissection of complex tasks; how variables and events relate to each other remains to be
further worked out.
capable of and would be immensely useful to have for AGI systems.

2Even if such things could be programmed, there is no good reason to endow a system with them.
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Task versus problem One objection that was raised is that the distinction between ‘task’
as used here and the classical computer science notion of ‘problem’, which is typically de�ned
as “a problem that can be solved by a computer,” is not clari�ed.
A: Since in our work ‘task’ is de�ned as a problem assigned to an agent with variable

bindings (including when it may start, how much time it may take, etc.) (see Glossary), this
objection is resolved once this fact is taken into consideration.

4.4 Future work and open issues

In this section we outline some pointers for future work on task theory and some open issues
that still need to be addressed.

Similarity An objective similarity measure between observable variables, in particular be-
tween the observable goal variables and the other observables, could be developed. This mea-
sure should be able to quantify how direct is the mapping between any two observables, i.e. it
should quantify with a number the degree of association between variables. In the case of lin-
ear associations, this measure might correspond to the classic notion of correlation. As there
exist spurious and non-spurious associations, we might talk of a relevant similarity which
aids the controller in learning the task, and irrelevant similarity which doesn’t. Sheikhlar,
Thórisson, and Eberding (2020) de�ne a number of similarity measures for variables, states,
relations and transition functions, but for the similarity of variables their work is limited on
considering the temporal and value similarity of the same variable.

Precision Another interesting measure that could be de�ned is precision, the measure of
measurability and controllability of variables related to a (sub-)goal. It would be a�ected by
the quality and resolution of observation provided by the sensors and quality and resolution
of control provided by actuators.

Unlearnable tasks Some tasks can be de�ned in such a way that their successful execu-
tion depends on other variables that are unobservable, i.e. non-measurable knowledge. For
example, the task of opening a lock without knowing the combination and with a limited
number of tries can only be attempted by random guessing in absence of other hints in the
task (e.g. is the combination written somewhere that can be observed?). If such is not the
case, the successful execution of the task depends solely on the knowledge of the performing
controller, which could know the code from other experience outside of the task. It should
always be ascertained that if a task depends on such outside knowledge, unlearnable from the
task itself, the learner possesses such knowledge.

4.5 Final remarks

A whole �eld of research could spring forth from this initial work on task theory. Even though
not all of the requirements for a task theory (Section 1.2) might have been achieved, this work
on a theory of tasks can still provide a starting point for future e�orts by other researchers.
In this sense, any type of advancement, or any subset of the aforementioned objectives being
achieved in the future, is still a worthwhile endeavor that would bring us closer to a com-
plete task theory, for which little to no work has been performed otherwise, which, once
successfully speci�ed, would be an immense boon for the �eld of AI.
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