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Abstract. Spontaneous human speech contains a lot of sounds that are
not proper speech, yet carry meaning, laughter being a good example.
Recognizing such sounds from speech-sounds could improve speech recog-
nition systems as well as widen the communicative range of automatic
dialogue systems. Our goal is to develop methods for automatic clas-
sification non-speech vocal sounds. As laughter varies widely between
individuals and cultures it represents a nice subset for studying vari-
ous detection and analysis techniques for this purpose. The approach
we describe here is based on the C4.5 machine learning algorithm. We
focus on finding the onset and offset of laughter using single-speaker
audio recordings. Prior efforts using machine learning have not, to our
knowledge, used C4.5. To the best of our knowledge, our results are the
best so far detecting laughter from non-laughter sounds, using a single-
speaker /single-microhpone signal with noisy background (general office
environment), 89.9% at best. Here we describe our method and detail
the results from two separate experiments, the first on simply detecting
laughter and the second applying this method for differentiating between
three different kinds of non-laughter sounds.

Keywords: Sentiment analysis, Speech processing, Spoken language process-
ing, Machine learning, Laughter recognition

1 Introduction

The importance of laughter in human relationships can hardly be contested; its
importance in communication has been pointed out by a number of authors.
Like much of the prior work on laughter detection, our aim is to improve speech
recognition by eliminating periods of non-speech sound. As false positives con-
stitute a significant portion of speech recognition errors, a high-quality solution
in this respect could be expected to improve speech recognition considerably.
Furthermore, our ultimate goal is to apply these techniques in a robot or virtual
humanoid to enable it to produce the appropriate conversational responses in re-
altime dialogue with people. Many prior papers on automatic laughter detection
leave out details on the average duration of the laughter and only mention the
length of the full recordings containing (one or more bursts of) laughter — these
presumably being the recordings that got them the best results. In our corpus,
laughter duration of 2.5 s produced the highest accuracy. The recordings used



here contained a fair amount of background noise, as generally found in office
environments, including people talking, objects being moved around, etc. (the
noise was, however, nowhere nearly as loud as the primary signal). We filtered
the signal with a X-step filtering technique and applied C4.5 learning algorithm
to the filtered signal. The accuracy of our laughter recognition system is compa-
rable to results previously obtained from clean sound samples and, to the best
of our knowledge, better than any previously obtained from noisy data.

The paper is organized as follows: After a review of related work we describe
the signal processing algorithms employed and show how correlated their output
is. Then we describe the results from training C4.5 on the corpus and present
the results of applying it to new data.

2 Related Work

A number of papers have been published on the application of machine learning
for detecting the difference between speech and laughter in audio recordings [12]
[25] [7] [24] [9]. The work differs considerably on several dimensions including
the cleanliness of data, single-person versus multiple-person soundtracks, as well
as the learning methods used. Reasonable results of automatic recognition have
been reported using support vector machines [25], [7], Hidden Markov Models
[12] [13], artificial neural nets [9] [25] and Gaussian Mixture Models [25], [24].
Some of the studies ([20], [9], [24], [25], [7], [11], [22], [19] and [12]) relie on
very expensive databases such as the ICSI meeting corpus [5] and [18]. Use of
a common corpus might make one think it possible to easily compare results
between studies. The studies, however, pre-process data in many ways, from
manual isolation of laughter versus non-laughter segments, to completely free-
form multi-party recordings. They are therefore not easily comparable. Paper [6]
describes a classification experiment during which fourteen professional actors
recorded themselves reading a few sentences and expressed, in each recording, an
emotion chosen from {neutral, hapiness, sadness, anger}. The authors do not give
their results. In paper [14] laughter versus non-laughter is detected from among
96 audio-visual sequences and visual data is used to improve accuracy. Paper
[15] also describes audio-visual laughter detection, based on temporal features
and using perceptual linear prediction coefficients. Among the highest reported
recognition rate for audio alone was that of [9], which reported only 10% misses
and 10% false positives, with a 750msecs sample length, using a neural network
on clean data. We achieve comparable accuracy on noisy data. For a review of
multimodal video indexing, see [21].

Among the methods used in prior work for pre-processing are mel-frequency
cepstral coefficients (MFCCs) [9] [25] (see also the seminal work introducing
their use for audio processing: [23]) and Perceptual Linear Prediction features
(see [24] for a an example of related use and [3] for a more general discussion).



3 Data Collection

We collected sound samples through via a simple graphical interface; subjects
were a convenience sample of volunteers. Recordings were done in a relatively
noisy environment (people talking and moving in the background). We used a
single microphone of reasonable quality, but without noise cancellation mecha-
nisms. The quality of the recordings was such that an average human listener
could clearly distinguish between the background noise and the signal (laugh-
ter), the latter being considerably louder (as we use energy-based descriptors our
method could not function if the background noise was as loud as the primary
signal).

The instructions to each participant were to “Please laugh into the micro-
phone. Every sample should last at least three seconds.” For the non-laughter
sounds we instructed them that these could “include anything you want. We
would appreciate it if you would try to give us samples which you think may
be confused with laughter by a machine but not by a human. For example, if
you think the most discriminant criteria would be short and rythmic bursts of
sound, you could cough. If you think phonemes are important, you could say "ha
ha ha’ in a very sad tone of voice, etc.”.

The volunteers were asked to produce and record 20 samples, each lasting 3
seconds:

5 samples of laughter

— 5 samples of spontaneous speech

5 samples of reading aloud

— 5 samples of other sounds (OS) of their own choice

Among the other sounds people recorded were humming, coughing, singing,
animal sound imitations, etc. One volunteer thought that rythmic hand clapping
and drumming could also be confused with laughter by a machine so he was
allowed to produce such non-vocal sounds.

The volunteers were encouraged to record themselves speaking and reading
in their native languages; a web browser was at their disposal in order to enable
them to find something to read. The majority of the volunteers were Icelandic
and French and we also recorded Italians, Poles, two Hungarians, one Romanian
woman and one Spanish man. No native English speaker participated but some
volunteers also recorded themselves speaking and reading in English for the sake
of diversity. About two thirds of our volunteers were men.

4 Signal Processing Using CUMSUM

We assume that each phoneme can be defined as a stationary segment in the
recorded sound samples. Several algorithms have been developed to extract the
stationary segments composing a signal of interest. We chose a segmentation
algorithm based on auto-regressive (AR) modeling, the cumulated sums (CUM-
SUM) algorithm [8] (step 1 in Fig. 2. In a change detection context the problem



consists of identifying the moment when the current hypothesis starts giving an
inadequate interpretation of the signal, so another hypothesis (already existing
or created on the fly) become the relevant one. An optimal method consists in
recursive calculation, at every time step, of the logarithm of the likelihood ratio
A(zy). This is done by CUMSUM algorithm [1] as follows:

Hy and H; are two hypothesis
HO : x4,t €]0, k] where x; follows a probability density fo
H1: xy,t €)k,n| where x; follows a probability density f1

The likelihood ratio A(z;) is defined as the ratio of the probability densities
of  under both hypothesis (equation 1).
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The instant k of change from one hypothesis to the other can then be calcu-
lated according to [1], [4] (equations 2 and 3).

t

K =inf{n>1:mazx Zlog/l(xj) >X} 1<t<n (2)
j=1
K=inf{n>1:5,—min S; > X}; 1<t<n (3)

Where S; is the cumulated sum at time ¢, defined according to equation 4.

Sy = logA(z;); So =0 (4)
t=1

In the general case, with several hypotheses, the detection of the instant of
change k is achieved through the calculation of several cumulated sums between
the current hypothesis H. and each hypothesis ¢ of the N hypotheses already
identified.

We define a detection function D(¢,i) = max S(n,i) — S(t,i) for i €
{1, ..., N'}. This function is then compared to a threshold X in order to determine
the instant of change between both hypotheses.

In several instances the distribution parameters of random variable xz, under
the different hypothesis, are unknown. As a workaround, the likelihood ratios
used by CUMSUM are set according to either signal parameters obtained from
AR modeling or the decomposition of the signal by wavelet transform [8]. In this
paper we used the AR modeling approach.

When the different samples xi of a signal are correlated, these samples can
be expressed by an AR model (equation 5).

q
T; + Zakxi,k =¢€; € € N(0,0) (5)
k=1

Where :

€; is the prediction error



ai,...,ap are the parameters of the AR model
q is the order of the model

If = follows a Gaussian distribution the prediction errors ¢; also follow a
Gaussian distribution and are not correlated. In this case the logarithm of the
likelihood ratio of the prediction errors A(e;) can be expressed under Hy and H;
hypothesis as in [8] (equation 6).

1 0'2 1 € 2 € 2
g = oa s + 55— ) ©

Where :

cr?- is the variance of the prediction error under the j** hypothesis
€;,; is the prediction error under the 4t hypothesis

When several hypotheses exist, the likelihood ratio between the current hy-
pothesis H. and every already identified hypothesis is calculated. The cumulated
sum S(n,4) at time n between the current hypothesis and the i*” hypothesis is
calculated according to equation 7.

N oLl 1 (o)t (i)?
S(n,z)—S(n—l,z)+§loga—g+§( p — e ) (7)

The detection function D(t, i) is defined:

D(t,i) = max S(t,i) - S(n,i)for 1 <t <mn

The instant of change is detected whenever one of the M detection functions
reaches a \g threshold.

As a final step we detected silence (only background noise is heard) by energy-
thresholding all other hypothesis.

5 Attribute Construction for Chunks

To separate audio segments from silence segments (step 2 in Fig. 2) we applied
an energy threshold on each detected stationary segment. We chose to keep
all segments that represent 80% of the energy of the original signal. All non-
selected segments where considered silence and discarded from further analysis.
All contiguous phonemes where then mixed to form a burst (step 3 in Fig. 2).

For each burst W; we first computed their fundamental frequency, defined
as the frequency of maximal energy in the burst’s Fourier power spectrum. The
power spectrum of the burst ¢ (Pzz;(f)) was estimated by averaged modified
periodogram. We used a Hanning window of one second duration with an overlap
of 75%. The fundamental frequency F; and the associated relative energy Erel;
are then obtained according to equations 8 and 9.

F;, = argmaxy Pzxz; (f) (8)



FErel; = —mcix (Przi(f)) 9)

ZfT:o Pxz; (f)
where Fj is the sampling frequency.

We also considered the absolute energy F;, the length L; and the time instant
T; of each burst.

5.1 Burst Series Parametrisation

A burst series is defined as a succession of n sound burst bursts. The number of
bursts is not constant from one series to another. Our approach to pre-processing
for audio stream segmentation was based on the following hypotheses:

Fig. 1. The values of the attributes with respect to the binary class “laughter” vs. “not
laughter”

1. F. Maximum energy frequency: The fundamental frequency of each audio
burst is constant or slowly varying. No supposition has been made concern-
ing the value of this parameter since it could vary according to the gender of
the speaker (we performed no normalisation to remove these gender-related
differences in vocal tract length). It could also vary according to the partic-
ular phoneme pronounced during the laugh, i.e.“hi hi hi” or “ho ho ho”, or,
as some native Greenanders’ laugh, “t t t”.

2. Erel. Relative energy of the maximum: The relative energy of the funda-
mental frequency of each burst is constant or slowly varying. This parameter
should be high due to the low complexity of the phoneme.

3. E. Total energy of the burst: The energy of each burst is slowly decreasing.
The laugh is supposed to be involuntary and thus no control of the respiration
to maintain the voice level appears. This is, as we will see, a useful criterion
because when a human speaks a sentence, he or she is supposed to control
the volume of each burst in order to maintain good intelligibility and this
control for the most part only breaks down when expressing strong emotions.

4. L. Instant of the middle of the burst: The length of each burst is low and
constant due to the repetition of the same simple phoneme or group of such.

5. T. Length of the burst: The difference between consecutive burst occurence
instants is constant or slowly varying. A laugh is considered as an emission
of simple phonemes at a given frequency. No supposition concerning the
frequency was done since it could vary strongly from one speaker to the
other. At the opposite, a non laughing utterance is considered as a “random”
phoneme emission.

6. Te. Total energy of the spectre’s summit: Same as Erel but not normalised
according to the total energy of the burst.



To differentiate laughter from a non-laughter we characterise each burst series
by the regularity of each parameter. This approach allows us to be independent
of the number of bursts in the recorded burst series. For the parameters F;, Erel;,
E; and L;, we evaluate the median of the absolute instantaneous difference of
the parameters. For the parameter T}, we evaluate the standard deviation of the
instantaneous emission period, i.e. T;11 — T;.

As can be seen in Fig. 1, the distribution of the attribute values with respect
to the class is very similar for both laughter and non-laughter. This means that
none of these attributes, taken on its own, would be a very good indicator of the
class (though low values of T and high values of Te do somewhat discriminate
between laughter and non-laughter). It is only through their induced combination
that success is achieved.

Fig. 2. The complete algorithm

5.2 Machine Learning Tools

We found that no single descriptor on its own is sufficient to differentiate laughter
vs. non-laughter samples, meaning that no trivial method exists to differentiate
them using our descriptors. Supervised classification techniques are therefore
required. We solved this problem with the decision-tree inducer C4.5 [16] [17].

Fig. 3. Comparison: top is speech, bottom is laughter.

Fig.3 illustrates the difference between laughter and speech. These curves
were produced by Audacity!. The tall and rather regular bursts in the lower curve
are characteristic of laughter (the smaller bumps are loud breathing sounds).
Speech, illustrated above, has more variety. On top of the 6 attributes described
above, we tried to find other descriptors illustrating the regularity of laughter,
for example setting a very high threshold to cover breathing sounds and other
noises and then taking the standard deviation of the duration of the top part of
the bursts and of the distance between them. In fig.3 the parts which were taken
in consideration are the parts sticking out of the central area and drawn against
a white background. These intuitive descriptors, and some others, detracted
from the efficiency of our classification with C4.5, so they we removed them

! Audacity is free, open source software for recording and editing sounds:
http://audacity.sourceforge.net/



from the database. They did not, however, detract from the efficiency of other
classification algorithms such as Naive Bayes (the version accepting numerical
attributes)?. In the following section we only present the results obtained with
C4.5. We do not present results of other classification algorithms. We cannot.
Naive Bayes results, the second bests, were only a few points below C4.5 results
but were obtained from a different database, a database with the same examples
but more descriptors. So they are not strictly comparable. The six descriptors
we present here are the subset of the set of all implemented descriptors which is
best suited for C4.5 in this experiment.

6 Results

In the following we use 10— folds cross validation; cross-validation is the practice
of partitioning a set of data into subsets to perform the analysis on a single subset
while the others are used for training the classification algorithm. This operation
is repeated as many times as there are partitions, which means we train on 90 of
the samples and test on the remaining 10. We do this 10 times and average the
results. In this way, our accuracy is a good (if slightly pessimistic [10]) estimator
of what our accuracy would be upon unknown examples.

6.1 Laugh detection

The first column below indicates the length of the samples used in the cor-
responding experiment as a percentage of the 3 seconds total length. It also
happens with spontaneous speech and other noises. As can be seen below the
presence or absence of these other noises (OS means “Other Sounds”) does not
have a great impact upon the accuracy (Acc).

Length|Acc. with OS|Acc. without OS
5% 88.6% 86.4%
80% 88.1% 88.8%
85% 89.5% 89.6%
90% 86.1% 85.2%
95% 84.4% 87.6%
100% 86.4% 85.2%

Table 1: Results according to relative sample length
We found that pragmatically, 3 seconds is a bit too long: In many samples
people had not been able to sustain laughter for a full 3 seconds, giving a tail
of the sound file as noise. This may explain why our best results were at 2.5
seconds.

2 The classification algorithms we experimented with are these of the Weka platform:
www.cs.waikato.ac.nz/ml/weka/



6.2 Multi-class values experiments

In the first experiment we were trying to distinguish between laughter and non-
laughter, but were not interested in the difference between the different kinds
of non-laughter sounds. In two new experiments, we tested the ability of our
system to differentiate between the three non-laughter types. In the first ex-
periment we ran our classifier on a database where the samples were labeled
according to 3 possible values: Laughter, Reading and Speech. We call this the
ternary experiment. The ”Other Sounds” samples were excluded. In the second
experiment all samples were included and so the class had four possible values,
laughter, Reading, Speech and Other. We call this the quaternary experiment.
For comparison purposes, all multi-class-valued results were transformed into
their binary equivalent according to equation 10 [2] where N is the number of
possible class values, accy the accuracy obtained on the N class values problem
and accy the equivalent binary accuracy.
log(2)

accy = accpy’™ (10)

In fig.4, the X axis is the lengh of the samples (as a percentage of the full
3 seconds length) and the Y axis is the classification accuracy, using 10-folds
cross-validation on the given dataset. The lines are colour-coded. Dark blue is
the first (binary) experiment. Light blue is the ternary experiment. Dotted green
is the quaternary experiment. The X axis is labeled in percentage of total file
length. When we speak about for example 80% of the file length we always mean
the first 80%.

The results show that our system, which was designed specifically for laughter
detection, performs poorly on these other tasks.

Fig. 4. Comparisons: dark blue is binary, light blue is ternary and dotted green is
quaternary experiment

7 Conclusions

Among all possible non-verbal sounds, laughing and crying are those which carry
the strongest emotional-state related information. Their utterance predates lan-
guage skills acquisition in newborn babies. In the framework of inter-adult com-
munication, laughter could be the non-verbal sound which is the most mean-
ingfull while still being relatively common. In the machine learing community
the C4.5 algorithm is well known as being a robust and multi-purpose. Using
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this algorithm we have designed a system specifically for the purpose of recog-
nising laughter; our preprocessing is appropriate for laughter detection, and our
results for single-speaker / single-microphone with background noise is better
than reported state of the art. However, we have also found that it is not very
good for other discrimination, an example being detecting the difference between
reading aloud and spontaneous speech. However, as laughter is important we are
currently working on optimising our algorithm for real-time uses in speech recog-
nition systems, in order to improve its quality in automatic dialogue systems.

In this study, noisy settings means real uncontrolled ambiant noise. In or-
der to prove the robustness of the the proposed parameters and the associated
decision making tool (C4.5) an evalution of the proposed processing chain in con-
trolled noisy situations has to be performed. Moreover, we hypothesized a con-
stant noisy environment (stationnary noise) justifying a simple energy threshold
method for differenciating silent from non silent segments. We chose to differenci-
ate silent to non silent segments according to a certain percentage of the original
signal energy, here 80%. This choice was arbitrary. This should be validated in a
further study and compared to more sophisticated selection algorithms. In real
situations, we could acknowledge that this hypothesis might be not valid and
more complicated selection methodologies have to be evaluated. This will be
done in further work.
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