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Abstract
Understanding is an important aspect of human in-
telligence that has taken the back seat in many ap-
proaches to AI. While results in automation can be
achieved without it, we argue that understanding is
especially important for general-purpose systems.
It is doubtful that we could classify systems as hav-
ing general intelligence if they don’t really under-
stand their tasks, environment, and world, and thus
it is important for us to verify the level of under-
standing of any system intended to strive for gen-
erality and autonomy. Understanding goes beyond
“good performance” on a range of dimensions—
and might even be said to be necessary (but not
necessarily sufficient) for general intelligence. In
any case, understanding is likely to become a ma-
jor subject of inquiry in AI in the coming decades.
But how would we test for understanding?
Because understanding is an internal property of
a system, evaluation can be difficult. We propose
four kinds of tests for understanding: prediction,
goal achievement, explanation, and (re)creation.

1 Introduction
Understanding is a core aspect of intelligence. It implies an
ability to not only know facts and perform skills by rote mem-
orization (“blindly”), but to be able to reason about them,
dissect them, achieve goals with them, and generally explain
them. Despite the importance of the concept of understand-
ing, relatively little attention has been payed to it in the field
of AI, and even in philosophy [Sloman, 1985].

In prior work we have characterized understanding as the
construction and use of a causal-relational model that incor-
porates causal, as well as other relevant, relations of the phe-
nomenon to be understood [Thórisson et al., 2016b]. For
some tasks, understanding is not strictly necessary; memo-
rization can for instance work fine in tasks that don’t change,
and knowledge of mere correlations (as opposed to causa-
tion) is often sufficient for mere prediction. But for general-
purpose AI or artificial general intelligence (AGI) it is diffi-
cult to see how we could get away with a system having no
understanding of its task, environment, or purpose.

A major hallmark of AGI is the ability to operate success-
fully and robustly in a wide range of task-environments1, even
ones that were not necessarily envisioned by the system’s cre-
ators. Doing this requires more than memorization and learn-
ing of statistical patterns. Without an understanding of what
made the system’s knowledge true in the old situations, there
is no way to systematically transfer and adapt that knowl-
edge to new situations, and the system would break down,
behave unpredictably, or need to start learning from scratch.
AI systems that seemed to perform very well before can fail
in ways that seem utterly baffling to an observer, because
they are oversensitive to changes, no matter how large or tiny,
that were not present during learning/training [Szegedy et al.,
2013 12 20; Nguyen et al., 2015].

Understanding is not only important for an AI/AGI system
itself, to be more capable in its endeavors, but also for our
own trust in such systems: There should be some way for us
to ascertain that they understand what we entrust them with,
that they understand their own limitations, and that they can
acquire better understanding when needed. Almost by defi-
nition, we cannot test every possible situation such a system
could find itself in — and certainly not future circumstances
that are unknown at the system’s design time. We may, how-
ever, want to reliably know how it might adapt to various
kinds of future circumstances, events, and conditions2, and
this is where understanding enters the picture. This paper ad-
dresses the question of how we can evaluate whether an AI
system does indeed understand.

Note that this is different from, but related to, the ques-
tion of how an observer or system designer can understand
the behavior and decisions of an AI system. The difference
lies in who is attempting to do the understanding—we or the
AI system—and what is being understood — the AI’s deci-
sions or some phenomenon of interest to the AI. A similarity
is that we are trying to learn something about internal mental

1We consider the separation of task from the environment in
which it is performed to be a somewhat arbitrary one, so we use the
term task-environment to refer to all aspects of a job that a machine
would be doing [Thórisson et al., 2016a].

2Whether or not future doomsday scenarios involving superin-
telligent machines are a remote possibility or a guaranteed eventu-
ality [Bostrom, 2014], it is important to be able to ascertain that a
highly capable system truly understands its (and our) goals [Steune-
brink et al., 2016].



processes of the AI system in order to increase our trust in
it. Because of the need to trust AI systems that are increas-
ingly affecting the way we perform important, high-impact,
and safety-critical tasks, the fields interest in “explainable AI”
(XAI) has grown stronger recently [Gunning, 2016 08 10].

In our approach to evaluating understanding, explanation is
one of four criteria we should test for: In addition to making
good predictions of a phenomenon, a system that truly under-
stands it should also be able to achieve goals with respect to
it, should be able to explain it, and eventually should be able
to (re)create it.3

In the next section we will describe the various background
concepts required for talking about the evaluation of under-
standing in an AI system. Section 3 will then discuss four as-
pects of understanding and their evaluation: prediction (Sec-
tion 3.1), goal achievement (Section 3.2), explanation (Sec-
tion 3.3) and (re)creation (Section 3.4). We will then briefly
reflect on the difference between evaluating understanding
of a phenomenon and evaluating the ability to acquire un-
derstanding in general in Section 4. Finally, we will offer
some concluding remarks and future research directions in
Section 5.

2 Background Concepts
2.1 System-World Interaction
For the purposes of this paper, we take a somewhat “dualis-
tic” view of the interaction between an intelligent system and
its world4 [Thórisson et al., 2016a]. Intelligent systems con-
tinually receive inputs/observations from their environment
and send outputs/actions back. Some of the system’s inputs
may receive special treatment — e.g. as feedback or a reward
signal.

The world W consists of a set of variables V , dynam-
ics functions F , an initial state S0, domains D of possible
values and ranges for those variables, and a possibly empty
set of invariant relations between the variables R: W =
〈V, F, S0, D,R〉. The variables V =

{
v1, v2, . . . , v‖V ‖

}
rep-

resent all the things that may change or hold a particular value
in the world. (A system’s dynamics can intuitively be thought
of as its “laws of nature".) As a whole, the dynamics may be
viewed as an automatically executed function that periodi-
cally or continually transforms the world’s current state into
the next: St+δ = F(St). The state-values of any element or
variable in the task-environment at any point in time is de-
termined by a causal chain, and we can visualize this in a

3By recreate we don’t mean physical recreation (which would
put any part of the solar system out of reach of understanding) but
rather to put forth a necessary and sufficient model of the whole
phenomenon such that no aspect of it remains unexplained.

4The formulation of an intelligent system (or agent) interacting
with the world (or environment) is most commonly used in con-
trol theory and reinforcement learning. However, it is a fully gen-
eral formulation, that also covers traditional cases of e.g. supervised
and unsupervised learning. Here the environment simply presents a
(training) datum at each time step, the agent responds with a classi-
fication or prediction, and—in the case of supervised learning—the
environment replies with the target outcome or an error signal.

directed acyclic graph (see Figure 2 the graph corresponding
to the environment introduced in Section 2.3).

Each variable v may take on any value from the associated
domain dv ∈ D. For physical domains we can take the do-
main of each variable to be a subset of the real numbers. In-
variant relations RI are Boolean functions over variables that
hold true in any state that the system will ever find itself in.
In a closed system (with no outside influences) the domains
and invariant relations are implicitly fully determined by F
and S0. In an open system—where change may be caused
externally—explicit definition of domains and relations can
be used to restrict the range of possible interactions.

Environments are views or perspectives on the world. In
their simplest form they can be characterized as slices or sub-
spaces of the world, where all variables can take on a subset
of the world’s variables, each variable’s domain is a subset
of that variable’s domain in the world, and only the relevant
dynamics and invariants are inherited.

2.2 Models, Phenomena, & Understanding
Our theory of understanding rests on the notion of minds, or
agents, making models of phenomena external and internal
to themselves. The models consist of many parts (except
atomic models — the smallest possible), which are in turn
(sub-)models that can be used and re-used to model other
phenomena [Thórisson et al., 2016b]. A model M of a phe-
nomenon Φ is denoted MΦ.

A phenomenon Φ similarly consists of a set of elements
{φ1 . . . φ‖Φ‖ ∈ Φ}, which can consist of other phenomena,
variables, and relations RΦ (causal, mereological, etc.). A
phenomenon is any grouping of variables and relations in the
world that we choose to group as such; Φ ⊂ W . RΦ couples
elements of Φ with each other, and with those of other phe-
nomena in the world [Thórisson et al., 2016b]. These can be
partitioned into inward facing relations Rin

Φ between element
pairs φi, φj ∈ Φ and outward facing relations Rout

Φ between
element pairs φi ∈ Φ and ψj ∈W . An agent’s understanding
of a phenomenon Φ is perfect if the model(s) it possesses of
Φ accurately and completely capture Φ’s relations RΦ.5 An
agent whose models are only accurate for Rin

Φ understands
Φ but not Φ’s relation to other phenomena; an agent whose
models are only accurate for Rout

Φ understands Φ’s relation
to other phenomena but will have limited or no understand-
ing of Φ’s internals.
MΦ is thus a set containing models of a phenomenon Φ

{m1 . . .m‖MΦ‖ ∈ MΦ}. The closer the information struc-
tures mi ∈ MΦ represent elements (sub-parts) φ ∈ Φ, at
any level of detail, including their couplings RΦ, the better a
system with models MΦ understands Φ.

There is a correspondence between our theory of task-
environments [Thórisson et al., 2016a] and our theory of un-
derstanding [Thórisson et al., 2016b]. The elements of a phe-
nomenon are directly related to the elements of environments:

5For any complex phenomenon in a complex world, complete-
ness of Rout

Φ is generally not to be expected, as this may be an
extraordinarily large number. However, for any two phenomena Φ
and Ψ that are related, if ‖Rout

Φ ∩ Rout
Ψ ‖ = small then under-

standing Rout
Φ may not require a broad understanding of Ψ, even if

‖Rin
Ψ ‖ = large.



both have variables, can be hierarchically organized (into sub-
environments or sub-phenomena), and contain some form of
relations between these elements (RΦ for phenomena and dy-
namics and invariants for environments). As such, we can use
much of our ability to reason about task-environments to rea-
son about phenomena for understanding, and vice versa.

2.3 Circuit Example
Throughout the paper we will use the example of understand-
ing about electronic circuits (see Figure 1). An understand-
ing of e.g. AND, OR and NOT gates can occur at the elec-
tronics level (top row of Figure 1) and include inward facing
relations between subcomponents, or it can occur at the logic
level where they have certain abstracted behaviors that can be
linked together into larger systems, like an OR gate built out
of AND and NOT gates or a full binary adder (bottom row
of Figure 1). Below the electronics level lies the chemico-
physical level, and above the logic level lies e.g. the context
for any such circuit, its use in a larger system, for various
purposes, etc.

The full binary adder serves as an example of a task-
environment to be modeled using variables and causal rela-
tions between them (see Figure 2). The adder takes three
binary inputs A, B and C, and produces two binary outputs
that represent the sum of A, B and C, which can be 0 (00), 1
(01), 2 (10) or 3 (11). To make things more interesting and
relate the example more closely to real world tasks, we have
added delays to the circuit (this could be achieved using ca-
pacitors on the electronic level, or digital circuits—the exact
method is immaterial for our purposes). Delays introduce a
need for reasoning about time, for instance acting fast enough
to achieve goals, predicting temporal behavior of the circuit,
or explaining why one must wait for certain events to happen
when starting from a particular state.

3 Signs of Understanding
Evaluating understanding, in our approach, is similar to eval-
uation of a human’s or animal’s ability to do anything: the
more we test, and the more thoroughly we test, the more re-
liable and trustworthy our estimation of the tested ability will
be.

To evaluate understanding of a phenomenon we will look
at four different performance criteria of a purported under-
stander:
• the ability to make predictions about the phenomenon
• the ability to achieve goals with respect to the phe-

nomenon
• the ability to explain the phenomenon
• the ability to create or recreate the phenomenon
As any educator knows, evaluation can be done thoroughly

or haphazardly. A thorough evaluation of understanding of
a phenomenon would involve tests from all four categories
above. A least-thorough evaluation would be testing only the
first category; adding subsequent categories lower down will
gradually increase the quality of the evaluation. In essence,
evaluating understanding involves creating a map of an un-
derstander’s ability to understand some phenomenon—the

more we sample, and the wider, the more complete and re-
liable this map will become.

3.1 Prediction
Understanding of a phenomenon involves knowledge of the
structure, patterns, invariants, and behaviors of that phe-
nomenon. This means that, given state information about
some of the phenomenon’s elements/variables at some point
in time, it should be possible to make predictions about pos-
sible states of other elements and/or other points in time.

Here we refer to “predictions” in a very general sense. We
are not restricting ourselves to predictions that are forward in
time or causally downstream from the states we provide infor-
mation about: if you’re provided information that the output
of an AND gate was 1, then it should be possible that the
inputs were both 1 as well. Predictions can occur forward,
backwards or parallel in time, or even all at once.

Predictive ability can be tested using different kinds of
questions. In each of these, the evaluated entity must receive
some input information I , which takes the form of a set of tu-
ples of a variable V , a time t, and the state S of that variable V
at time t: I ⊂ {(V, t, S)}. The query set Q then has the same
form, but possibly omits some values. If nothing is omitted,
this results in questions of the form “will the queried variables
variables take on the queried values at the queried times?”.
Omitting the states results in questions of the form “what are
possible and likely joint state-value assignments for the set of
queried variables at the queried times?”. Omitting the times
results in questions of the form “at what times (if ever) do you
expect the queried variables to take on the queried values?”.
Omitting the variables results in questions of the form “what
variables can we expect to take on the queried values at the
queried times?”. More complexly structured questions could
be constructed by omitting different parts of each tuple in Q,
or even just partially omitting some values (e.g. to indicate
ranges of acceptable values). Sometimes, or often, multiple
answers are possible, so the system should respond with an
answer set A that is a collection of tuples consisting of a con-
fidence value and an information set of the same form as Q
but with all values filled in.

Constructing tests of predictive ability then involves select-
ing some input information I and some query set Q. The
variables in I and Q must be connected through some causal
chain, or else prediction of the missing values in Q from I is
impossible. At least some of this causal path should overlap
with the variables and relations in the phenomenon Φ under
test. In fact, a proper test suite would not just randomly se-
lect I and Q to have this feature, but would attempt to get a
comprehensive coverage of all variables, inward and outward
relations of Φ.

It may be tempting to just select every possible input into
I and every possible output into Q, so as to completely cover
everything about Φ in a small number of tests. In our exam-
ple, this could mean to put variables A, B and C in I and X
and Y inQ. However, it would still be necessary to test a good
sampling over possible input values for A, B and C, as well
as times for each variable. Furthermore, failure would only
suggest that some understanding is probably lacking, but not
what part. To get a clear map of the system’s understanding of



(a) OR circuit (b) AND circuit (c) NOT circuit

(d) OR gate constructed from NOT
and AND gates.

(e) Full adder with delays (designated by the boxes with
τi in them).

Figure 1: Examples of electronic circuits: Component view (top row) and logic view (bottom row).

(a) deduction (b) abduction (c) correlation

Figure 2: Variables corresponding to the adder circuit in Figure 1e including their causal relations, with different prediction
tests. The green full circle represents the query variable, while the dashed blue circles represent the input information. Based
on their relative positions, different modes of reasoning are necessary.

a phenomenon, a more granular and scientific approach must
be adopted where understanding of different parts is gradu-
ally ascertained.

Another important consideration is how the relative loca-
tions of variables+times in I and Q affect the kind of reason-
ing required to produce an answer. For instance, if the inputs
are upstream from the query variables, we would be testing
deduction, and if they provide full coverage of the causal in-
fluences on the query variables, we expect an understanding
entity to answer correctly (see Figure 2a). If the inputs are
downstream from the query variables, we are testing abduc-
tion, which—unlike deduction—cannot typically guarantee
the correctness of its inference given correct inputs, even if
the system fully understands the related phenomena (see Fig-
ure 2b). In this case the inputs represent outcomes, that pre-
sumably constrain the possible values of the query variables.
In other cases, input and query variables may occur more or
less in parallel, in which case the answer can be obtained
through (statistical) correlation, or through a sequence of ab-
ductions (to find a common cause) followed by deductions, or
through a sequence of deductions (to find a common affected
outcome variable) followed by abductions.

Success on these tests provides some evidence that un-
derstanding is present, and failure suggests that something
went wrong. It could be that the system’s understanding was
flawed, and this lead to wrong answers, but it could also be
that the system has very accurate models but an inability to
perform abductive reasoning, or to output multiple outcomes.
Such capabilities should be taken into account in the design
of tests, and when failure or inaccuracies occur their source
should be uncovered. Some common considerations include
selecting only observable variables for I and Q, and only se-
lecting combinations that sufficiently constrain the correct an-
swer to a single value.

3.2 Goal Achievement
Many definitions of general intelligence refer to a system’s
ability to achieve complex and diverse goals in a wide vari-
ety of situations [Legg and Hutter, 2007]. This paradigm of
goal achievement—albeit not always in a general, domain-
independent manner—has been embraces by various AI
branches like planning and reinforcement learning. Under-
standing should almost certainly help in the achievement of
complex and diverse goals. To test this, we must assign the



system a “task” that involves the phenomenon in some way.
A task in a particular environment consists of an initial

starting state (variables in the environment having particular
values), a goal (a set of states with desirable joint variable
assignments that must be achieved at particular times), op-
tionally come constraints (states that result in instant failure),
a body (set of observables and affordances) and some limited
information about the task. For instance, in our example cir-
cuit, we might start at time t = 0 with all variables set to
0, the goal being to set X to value 1 before t = 10 under the
constraint that Q must always be at 0, with the ability to affect
A and B and to observe C, and knowledge of all the delays in
the system. An understanding of how delays work would tell
the system that if C (or U) holds some value at time t, then S
(or X) will hold that same value at t + τ3 (or t + τ7), and an
understanding of XOR gates will tell the system the value of
U at time t given values for R and S at time t.

Goal achievement tends to involve planning, or backward
chaining from the goal. A agent with an understanding of
both delays and XOR gates should be able to know that in
order to set X to 1 at time t, U must be 1 at time t− τ7, which
means that we need R = 1 and S = 0 or R = 0 and S = 1 at
time t−τ7. While an AI might not be able to output a detailed
plan in a symbolic language, it might be able to demonstrate
understanding by doing. A system that could do both would
of course be preferable as one would have more options for
how to test it. Since S is determined by C at time t−τ7−τ3, it
is not under the system’s control, and it must respond to what
it observes the value of C to be: if it’s thought that S will
be 0 at some time, A and B should be controlled to produce
a 1 at R at that same time, while avoiding setting Q to 1 as
well. How the task should be executed depends on the exact
values of the delays, and in fact the task may be impossible to
perform for an agent if τ3 is short enough and C is controlled
by an adversarial process.

A task like this could be used to evaluate understanding
of the internals of the entire “adder” circuit Rin

adder, as well
as e.g. the outward relations of XOR gates Rout

XOR (see Fig-
ure 1e).

As with the construction of prediction tests, constructing
goal achievement tests requires selecting different sets of
variables, and settings for them. The variables need to be se-
lected in such a way that there is a causal path from the con-
trol variables to the goal and constraint variables that over-
laps at least partially with the elements of Φ. These vari-
ables can be selected randomly, although a good test suite
would need to ensure proper coverage of all elements of Φ,
and ideally different combinations of elements and outward
relations. An initial state can be created by starting from any
realistic initial state (or some “null state”) and executing some
(possibly random) behaviors on selected nodes. To determine
(un)desirable state values to serve as a goal (and constraints),
another (random) behavior could be executed on the nodes
that the AI system will get to control from the initial state and
some future state could be designated as the goal. Repeat-
ing this behavior would then be one way of solving the task,
which ensures that this is in fact doable. The difficulty can
be increased by executing multiple behavior sequences from
the start state, and setting the goal to be a state that only oc-

curs rarely. To construct a good test—as with the other three
methods discussed in this paper—good understanding of the
target phenomenon Φ is necessary.

3.3 Explanation
When humans want to evaluate each other’s understanding of
a phenomenon they often ask the understander to explain it to
them, in part or in full. Explanation then involves summariza-
tion of the relevant elements of the phenomenon, and tracing
it back to the most salient causes. This requires a capability
that is currently lacking in virtually all AI systems. For this
reason, initiatives like DARPA’s Explainable AI (XAI) were
started [Gunning, 2016 08 10]: we don’t want our AI to just
make good decisions — although this is of course important
— we also want to be able to explain how they make them so
that we may understand them.

Although having an AI that can assess its audience and
come up with a good natural language summarization of the
reasons for its various decisions and behaviors, this is not
strictly necessary for having an AI explain itself: Explana-
tions in special languages at a lower level of abstraction are
perfectly acceptable,6 because ultimately we are interested in
whether the system understands the causal nature of the phe-
nomena it observes, manages, or controls, in a way that high-
lighting salient features. It is not enough here to get a printout
of the system’s full knowledge base — to prove understand-
ing the understander must be able to identify the necessary
and sufficient variables and their relations to explain precisely
what we ask it to explain — no more and no less.

In our circuit example, some actions on it will have par-
ticular effects, others will not; We ask the understander to
explain why the observed results are obtained. (Again, this
can be done in a descriptive language by communicating with
the system, or simply by doing.) We expect an understanding
system to be able to highlight/select variables that are respon-
sible for the effects at a desired level of abstraction and detail;
for circuits an explanation could be at the level of half-adders,
logic gates, or electronics, depending on what the system is
being asked to explain. Furthermore, we want to know what
causes are salient: if we ask why the output of an AND gate
became true when input A was always true, while input B
only recently became true, a proper explanation would high-
light input B.

Typically, when we’re asking for an explanation, we don’t
want to hear “the output is a ‘dog’, because pixel (1,1) had
value [255,255,0], pixel (1,2) had value [255,240,10], etc.”
— while this is one form of explanation it is not the kind of
necessary-and-sufficient identification of causal relations that
we are after. In this example we would want something like
“it’s a dog because it has I see lots of fur, two ears, two eyes,

6An AI system is not necessarily working with human models
(our own ground truth) of phenomena, and would need to answer in
terms of actions and observations that it itself can make, or in terms
of its own models MΦ. Unless the system has some method for pre-
senting output in a reasonably human-readable way, interpretation of
these models is potentially problematic, and much work is currently
done on interpretability of AI systems. This topic is an interesting
one but beyond our scope here.



a nose, a mouth, four legs and a leash”. And then we should
be able to go deeper: “why do you think that’s an ear?”

Moving between levels of detail and abstraction when pro-
viding explanations is important as this is one way to uncover
the boundaries of the understander’s model — whether the
answers are e.g. derived from a set of memorized statements
or whether the purported understander has a compact causal-
relational model, and how far it reaches. Another way to test
for boundaries is to introduce novel modifications or inputs
to the task-environment, e.g. “I know you know how to play
tennis, but how would you play tennis in micro-gravity?” For
an understander that doesn’t understand either microgravity
or tennis this becomes virtually impossible to answer in any
sensible or approximate way.

3.4 (Re)creation
Creation and recreation of a phenomenon clearly involves
some understanding of it. Richard Feynman famously said
“What I cannot create, I do not understand”. Importantly, it
should be possible to create a new instance of a phenomenon,
often in a different situation (e.g. using new materials). This
typically involves some understanding of what it is that makes
the phenomenon what it is—i.e. what are relevant and irrele-
vant features.

For instance, Figure 1a and Figure 1d both show OR gates,
implemented in a different way. An entity that understands
NOT gates (Figure 1c), AND gates (Figure 1b) and OR gates
(Figure 1a), should be able to construct another OR gate out
of an AND gate and three NOT gates (Figure 1d). Of course,
given these materials, it may also be a possibility to extract
the lower-level electronic components from the given AND
and NOT gates and use them to recreate a Figure 1a-style OR
gate.

Feynman, like most physicists, wanted to understand the
universe. But of course, he did not literally recreate the uni-
verse: he created models. To evaluate a system’s ability to
recreate a phenomenon, we would ideally like to see and in-
terpret the models it has formed. Here we run into a simi-
lar problem as with explanation: few if any AI systems can
present their models in a way that can be understood and eval-
uated (by us or themselves).

To evaluate (re)creation abilities of a system, we can give it
a design task, where it’s given some components / materials
and the ability to combine them, and we ask that the phe-
nomenon under test is recreated or that something is created
that behaves a certain way. Another way is to repeatedly call
for increasing levels of compression of the explanation the
system gives of a phenomenon—paralleling the progress of
science from Earth, Wind, Water, Fire to E = mc2. Clearly,
a system that can come up with a compact equation like
E = mc2 for some new phenomenon really truly understands
that phenomenon. This is essentially what Feynman meant.

4 Acquiring Understanding
So far we have talked about evaluating the understanding of
a certain phenomenon that a purported understander is to be
tested on. For general AI a system’s ability to acquire under-
standing is most likely more important, in particular a sys-
tem’s acquisition of arbitrary phenomena. In part, we can use

the proposed methods to evaluate this ability by taking two
measurements at separate time, where the system acquires
understanding in between. This would give (at a minimum)
two data points along (at least) two axes of time and level(s)
of understanding; whether and how these measures interact
with learning methods (e.g. does the system require tutor-
ing?) and domain (is learning speed dependent on the topic?)
will affect how multi-dimensional this measure ultimately is.

We would like to know not only whether an understand-
ing can be acquired by the system, but also how it acquires
it: what information and experience is necessary, and how
fast this process is. Related questions of importance are how
much existing knowledge and understanding is necessary for
the system to have before being able to acquire understand-
ing of new phenomena (i.e. what is the maximum delta/time-
unit for deepening/broadening understanding?), and what the
knowledge transfer function looks like, i.e. in understanding
new phenomena does understanding related phenomena help
in the learning, and if so how much?

To evaluate this we need a more general test battery that
has been discussed here, and ideally even an entire evaluation
framework that allows us to easily construct different (related
and unrelated) tasks in order to evaluate the understanding of
a multitude of phenomena [Thórisson et al., 2015 07]. Tak-
ing things even further, we would like to know how to teach
different phenomena to an AI system, and know that it has
received enough information to form an understanding – if it
is capable of forming an understanding [Bieger, 2016 07 16].

5 Conclusions
We have discussed the need for the evaluation of understand-
ing in intelligent agents, and what tests for this purpose might
look like. Four aspects of understanding can be considered
separately for this purpose: prediction, goal achievement, ex-
planation and (re)creation. While some of these could be per-
formed successfully by an entity that doesn’t understand, it
is unlikely that such an entity could succeed on all of these
metrics. By viewing phenomena and environments as hierar-
chical collections of variables with relations between them,
we can obtain methods for generating tests for each kind
of understanding. Prediction can be tested by querying the
state of some variables based on some input information,
goal achievement is tested by defining tasks with initial and
goal states, explanation is tested by highlighting salient causal
events that are most directly responsible for the explained
phenomenon, and (re)creation can be tested by formulating
a design task or interpreting the system’s model of the phe-
nomenon directly.
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