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Related Work


• Instruction following models


• Hierarchical (reinforcement) learning


• Shaping representations with language

Research questions


• How to infer a hierarchy of subtask instructions through sparse 
annotations?


• Does this instruction tree improve the generative model?


• Can we learn “modules” directly from data (rather than pre-defined 
modules)?


• To what extent does language help the model perform zero-shot 
inference?
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Data Collection

“Please write an instruction describing elements that are added to the second image. 
Elements include bodies, leg(s), eye(s), tail(s), wing(s), teeth, etc.”

ALLIGATOR
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MODELING PART 1:  Generating Instruction Trees

MODELING PART 2:  Improving Sketch Generation



MODELING PART 1: Generating Instruction Trees

Instruction generation model

Annotated 
segment

Full 
drawing



MODELING PART 1: Generating Instruction Trees

Generated: draw the body and the head. add two ears.

Ground truth: draw the head, and add two ears and two eyes.

Generated: add the mouth and an eye.

Ground truth: add eye, nose and mouth.

Generated: add two legs.

Ground truth: add three visible legs.

Generated: add an eye.

Ground truth: add a spot to the butt.
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0

Draw a head and two ears Draw a nose, mouth, and eyes

…
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MODELING PART 2: Improving Sketch Generation

SketchRNN

+ instruction trees



Modeling


• Better instruction gen (contrastive pretraining, memory)


• Better instruction trees (bottom-up, metrics, additional scoring)


Other


• Evaluating zero-shot (hold out categories)


• Using trees as ground truth for instruction (tree) gen model


• PIVOT: hierarchical instructions —>  language-guided memory

Next


