Graphical interface for on-line conversations

I'd like to focus on these three questions:

1. different means of communication (text, audio, graphics)

2. synchronicity vs. asynchronicity

3. input and output devices

4. one-to-one vs. one-to-many (How many people can participate?)

Question 1 and 2:
I expect that a lot of distinctions between different types of media and modes of communication will get less important in the future, because most of the communication technologies will be able to provide more than one mode.

This means, the transfer of a message from one mode (text - speech - graphical) to another, as well as from real-time to asynchronous, will be common.

Examples:

• distinction text -  audio -  graphics: 

1. Transfer from text to speech: Email readers will be common. This means you can listen to you email on the phone.

2. Transfer from speech to text: answering machines will have speech recognition abilities. They will record a phonecall, but they will also understand its content.

3. Cellphones (in Europe) already have an integrated textual mode, called Short Message System (SMS). There is no reason why an SMS message can't be read to the cellphone owner (speech synthesis), or why the cellphone shouldn't be able to recognize speech and store it in text form.

• real time - asynchronous:

Unlike today, many communication technologies will provide both real time as well as asynchronous modes. The decision if a message is important enough to interrupt a user will be made by an integrated intelligent system. There will be a continuum of ultra urgent real time up to very low priority messages. For this purpose, the system will have to know what the communication habits of the user is: When can the user be interrupted, how can (s)he be interrupted, what is important enough to go through him in real time, etc.

For all these reasons, I do not think that we can regard a graphical interface for online conversations as an isolated mode of communication. Most of the communication devices will have a graphical interface as well as audio/speech and mere text. The decision how to present a message will be made by the system of the receiver, depending on the content of the message, the priority of the sender and the assigned priority to the message content. The message might be transformed from one mode to another, including from real time to asynchronous and (if possible) the other way round.

Question 3: Input and output devices
How the actual graphical interface will look depends mainly on the available display technologies.

1. Office: Very big flat screen on the wall, size at least 3 meters times 2 meters.

Imagine the wall in front of your desk is one big screen. On this screen, you can put virtual windows to different things like a TV, a stereo, or a computer desktop. An incoming message can be displayed as a newspaper, as a magazine as a book, as a TV screen (video conferencing and video message), as a phone to pick up, but also as a simple stream of characters floating right in front of you.

2. Wrist watch: 2D or 3D holographic projection, about letter size. 

3. Contact lenses, transparent projections directly onto the retina.

Input devices:

We all know the telephone, the keyboard, handwriting, etc. All these are valid input devices for online conversations, either real or virtual. A virtual telephone is the icon of a ringing telephone on the office wall. It one touches it, it transforms to a speakerphone.

Additionally, I'd like to propose these new input devices:

1. "Silent speaking"  I could thinking of a silent speech input medium, or "whispering interface", where the system (e.g., cellphone, but virtually any computer) can "read from your lips" and translate is to synthesized speech -- or text! This means, not only audio information is sent, but also the equivalent text transcription. Which medium will be used for output is decided by the receiver of the message. The obvious advantage is that speech can be used in a noisy or public area without annoying the other people. Furthermore, we don't have to learn it -- it's just speaking without the vocal chords.

((feedback from speech synthesizer; different voices possible; automatic translation easier because it is actually a speech recognition; together with universal phone in ear telepathic communication)

2. "Air writing": I do not expect people sitting in front of a monitor most of the time - ubiquitous computing.

 A scenario:

I am riding the T. A text message (email?) reaches my communication device (2-way-pager?). My communication device tries to figure out what I am doing right now: Am I busy, can I be interrupted, what is my environment right now (noisy, dark). It decides to vibrate shortly. I take the little device out of my pocket, and the text message appears on the graphical screen.  

Question 4

