Smart Headphones: Enhancing Auditory Awareness with Speech Detection and Source Localization
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PRIOR WORK

- Great deal of work exists on source localization, but relatively little on
speech: [Khalil et al. 1994] for teleconferencing systems; no work on body-
based arrays until [Basu et al. 2000]

PRIOR WORK

- Recent interest in far-field speech has led to work on speech detection
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- We wanted a feature more specific to voiced sounds - make use of the
harmonic structure of speech (figure 1) which results in banded spectral
lines at multiples of the pitch (FO)

e s - Basic cross-correlation based method - lag between microphones gives us
| a hyperbola of constraint (figure 5)

- Initial result of phase is noisy but results in distinct clusters (figure 6, 7)

- Use dynamic programming algorithm to decode optimal path (figure 8)

FFT magnitude

- We start by estimating spectral mean and variance in unvoiced regions and
then normalizing:

. - Microphone geometry is flexible (microphones placed on body), so learn

mapping from lag to direction with least-squares:
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- If k exceeds a threshold, we follow the longest spectral line in the group
from its beginning to its end and mark the duration as a voiced chunk

walkman

- Use source localization to allow the REFINING ALGORITHMS

user to select particular directions
to attend to and ignore others

microphones

- Finally, voiced chunks that are within a threshold of each other in time are Probabilistic pitch-tracking and voicing detection

grouped together as part of an utterance. The window of an utterance is

slightly extended at its onset to account for initial/final consonants (fig. 3) Train and test methods on larger database with a variety of

microphones and recording conditions
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Figure 4: Real cepstrum with vocal tract response removed

Detect wearer's speech and pass through instantly to avoid
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