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cHAPTER 1 Introduction

So,to awriter happilyengajedon hiswork andexcited
by it, thee may come a curiougtension of his k-
nary faculties; he will find portions of knowlezlfjoat-
ing bad into his bain, available for usewhich he had
supposed to be thwn away long go on the rubbish-
heap outside the bldoor of his mind;elevant pas-
sages will quote themselves to his minahfrbooks he
scarcelyremembesto haveeverread;andhesuddenly
seeglermaneconnectionsvherin hisordinary stateof
mind he would see nothing

— C.E. Montgue,A Writer's Notes On His fade

This thesis introduces Just-liATe Information Retrieal (JITIR) agents: softare
that proactrely retrieves and presents information based on a peysocal contrt

watcha persons ervironmentandpreseninformationthatmaybeusefulwithout ary
explicit actionrequiredonthepartof theuser Theernvironmentthata JITIR monitors

is usually computational: email, a web page a person is reading, or a document he is

writing. However, it can also be a person'sypital ewironment as sensed by cam-
eras, microphones, Global Positioning Syste@RY or other sensors. The informa-
tion aJITIR provides can come from gmumber of pre-indeed databases of
documentse.g.emailarchives,notesfiles, or documentgrom commerciadatabases
such as théNSPECcollection of technical paper abstracts.

The threenecessaryeaturesof a JITIR are proactvity, the presentatiorof informa-
tion in anaccessiblgret non-intrusve mannerandawarenes®f the users local con-
text. JITIRs are similar to searchengines,alarmsand personalizechens software,
although thg differ from each. The similarities and féifences are discussed welo

Proactive: SearchenginesandstructuredknowledgebasessuchasYahoo!areinher-
ently interactve: aninformationseeler hassomequeryin mind anddirectly interacts
with the systemto obtainthe desiredinformation.JITIRs,on the otherhand,arepro-
active. The userneednot have a queryin mind, or evenknow thatinformationrele-
vant to his situation exists. This proactvity hasramificationsfor the information-
retrieval techniqueshatcanbeused becaus¢he“query” usedto find usefulinforma-
tion is limited to whatcanbe sensedn the ervironment.Also, the interfacemustbe
carefully designedso that unrequestednformation doesnot becomea distraction
from the uses primary task.

Non-intrusive, yet AccessibleWhena cell phonerings it providesthe information
thata personis calling, andmay alsoindicatethe identity of the caller by the tone of
thering. A ringing telephondntrudeson ones life: it distractsfrom whatever taskis
currentlybeingperformedandcannoteasilybeignored.If thecell phoneis turnedoff
thenthe calleris oftenforwardedto voicemail. A silentcell phoneis extremelynon-
intrusive, but without theringerit is necessaryo call thevoicemailservicedirectly to

1.1 What is a dist-
In-T ime Information
in an accessible yet non-intrusimannerJITIRs (pronounced “jitter”) continuously ~ Retrieval Agent?

17



determinevhetheranyonehascalled.Theinformationaboutwho called(if anyone)is
lessaccessibléhanwhenit wasindicatedby thering. JITIRsaredesignedo operate
in between these twextremes.

Alarm systemsn thedesktopernvironmentaresimilar. For example thelCal calendar
programfor Linux makesa soundandpopsup a modaldialoguebox a few minutes
beforean event. The interfaceis designedo ensurethat the userseesandacknavl-
edgeghewarning. The informationis very accessiblebut by designit is difficult to
ignoreanalert. JITIRswill preseninformationin suchaway thatit canbeignored,
but is still easyto accesgheinformationshouldit be desirable Ratherthanpresup-
posewhetheror not a particularpieceof informationis importantor urgent, JITIRs
allow theuserto decidewhetherto view or ignoreit dependingn his currenttaskand
level of cognitve load.

Locally Contextual: Notification systemssuchas newspaperclipping servicesand
alertsareproactive, but theinformationthey presenis basedn eventsoutsideof the
users local contet. For example,an alert might trigger wheneer a new piece of
email arrives,a stock price goesbelon a certainthreshold,or news thatfits a users
personaprofile hits the news wire. Thenotificationsaredesignedo pull a personout
of his currentcontext (task) and provide information abouta different context that
might requirehis attention.The urgeng of a notificationcanrangefrom theimmedi-
ag of afire alarmto a news briefingthatis announcedput intendedto bereadwhen-
ever coivenient.

Notification systemgreseninformationfrom arapidly changingsource(e.g.current
stock prices),basedon relevanceto a staticor slonvly changinguserprofile. JITIRs
arethereversethey provide informationfrom a sourcethatmayor maynotbechang-
ing (e.g.emailarchives)basednrelevanceto a usersrapidly changingocal context.

Informally, local context is the users spatiallylocal ervironment,including his cur-
renttask.A moreformal definitionof local contet is givenin Chapter3.2.4.Informa-
tion provided by a JITIR is not meantto pull a personout of his currentcontet, but
rather to add additional information that might be usefthin that contt.

In summaryJITIRsaresimilarto searctenginesalarmsandnotificationsystemsbut
noneof thesesystemdave all threefeaturemecessaryor JITIRs: proactvity, a non-
intrusive yet accessible intexe, and attention to local coxitte

Notethatautomatichelp systemssuchasthe Microsoft Office Assistant(alsoknown
as“that infernal paperclip)fit the definitionof a JITIR. However, thesehelpsystems
are domain specific; they only provide information from a specializedor hand-
designedhelp databaseusing information-retrigal techniqueghat are specificfor
that particularhelp domain.The purposeof this researclis to discover designtech-
niguesthatcanbe appliedbroadly To this end,the techniquesisedare designedor
generalityandextensibility. However, the generalityof asystemis atrade-of. Clearly
no systemcansupportevery possibledomainandervironment,andusuallythe care-
ful use of domain-specifianformation can improve performance For example, a
JITIR designedto help someoneread email might be able to follow discussion
threadspunderstandnailing lists andhow they relateto topics,andknow whenmulti-
ple usernamesnapto the sameperson.Sucha JITIR would be bettersuitedfor the
emaildomainthanwould a general-purpossystem.Suchtechniquesvould alsonot
be transportable to other domains.

18



Note alsothatthe word “agent” hasmary definitions.JITIRs are softwae agentsin (Cassell 1999)

thatthey arelong-lived,watchanervironmentandcantake actionbasednthatervi- Cassell, J. et al (edEmbodied
ronmentwithoutdirectuserintervention. They shouldnotbe confusedvith embodied ~ Conversational Agnts MIT
conversationalagentsor syntheticcharacters, which aregraphicalinteractive charac- eSS 1999

tersthat presenta personalityandinteractwith a userin an animisticway (Cassell  (\yartin 1999)

1999) They should also not be confusedwith distributed agent architectules or ~ Martin, D. etal, The OpenAgent
agent-orientedorogrammingmodels(Martin 1999) which arebotharchitecturedor  Architecture: A frameork for

software design rather than a class of applications. building distrituted softvare sys-
tems.Applied A|] 13(1-2), 1999,

pp. 91-128

This researchmalesfour main contributions. First, it definesJITIRs: a classof soft- 1.2 Contributions
wareagentghat proactiely presenfpotentiallyvaluableinformationbasedon a per-
son'slocal contt in an easily accessibleyet non-intrusve manner Second, it
experimentally demonstrateshat such systemsencouragethe viewing and use of
information that would not otherwisebe viewed, by reducingthe cognitive effort
requiredto find, evaluateand accessinformation. Third, through experimentsand
analysisof long-termuseit provides a deeperunderstandingf the differentways
JITIRscanbevaluable:by providing usefulor supportinginformationthatis relevant
to the currenttask, by contetualizing the currenttaskin a broaderframework, by
providing informationthatis not usefulin the currenttaskbut leadsto the discovery
of otherinformationthatis useful,andby providing informationthatis not usefulfor
thecurrenttaskbut is valuablefor otherreasonsFourth,thisresearctdocumentsieu-
risticsandtechniquedor the designof JITIRs, basedon theoryanddemonstratethy
the field-testingof completesystems.Specifically theseheuristicsare designedto
malke information accessiblevith low effort, andyet ableto be ignoredshouldthe
user wish to concentrate entirely on his primary task.

This sectionbothoutlinesthe contrikutionsof this researctandactsasa summaryfor
the chapters that fola It is followed by a road map for the rest of the document.

The three main questions addressed in this dissertation are: 1.2.1 Thesis Questions

* How does the use of a JITIHeadt the way people seek out and use information?

* How can a JITIR automatically find information that would be useful to soper
by sensing that pson's curent local contet?

* How should a JITIR msent potentially useful information?

This work is interdisciplinary so the answersto thesequestionsrelate to several
fields. Thefirst questionrelatesto behaioral psychologyandcognitive ethnograpi.

The goalis to determineboth quantitatve effects,e.g.anincreasen the amountof

information viewed whenusinga JITIR, and qualitative effects, e.g. a writer using
direct quotesinsteadof paraphrasingThe secondquestiondraws from the fields of

information retrieval (IR) and machineperception.Ratherthan invent yet another
information retrieval algorithm, the implementationdescribedin this thesisuse a
generabndextensiblelR framevork which recognizes userslocal context anduses
plug-infunctionsthatexecutedifferentIR algorithmsbasedn thatcontext. Thethird

guestionis oneof interfacedesignandhumanfactors,andalsorelatesto theoriesof

cognitive overloadandfocusof attention.The threeimplementationpresentedave
differentinterfacesput the designheuristicsandtechniqueslescribecarecommonto

all three and apply broadly to other designs as well.
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1.2.2 Oerview of
Implemented Systems

1.2.3 Theory

(Engelbart 1962)

Engelbart, D.Augmenting
Human Intellect: a conceptual
framevork. AFOSR-3233, 1962

(Newell 1989)

Newell, A. et al. Symbolic Archi-

tectures for Cognition, iRoun-
dations of Cgnitive Science
PosnerM. (ed),1989,pp.93-131

(Hutchins 1995)
Hutchins, ECognition in the
Wid, 1995

(Payne 1993)
Payne, J. et alThe Adaptive
Decision Maler, 1993

This researchs application-basedand mary of the findings comedirectly from the
implementationand use of working systems.ThreeJITIRs have beenimplemented
and deployed. The first and oldestis the Remembrancégent (RA), a JITIR that
operateswithin the Emacstext editor BecauseEmacsis usedfor a wide variety of
tasksincluding email, net news andword processingthis versionis designedo be
especiallyadaptve to the users currenttask ervironment. The secondimplementa-
tion is Margin Notes,a web-basedigentthat automaticallyannotatesveb pagesas
they arebeingloadedinto abrowser Margin Notesdemonstratea differenttaskervi-
ronmentanddifferentinterfacedesigntechniqueshanthosedemonstratetly the RA.
Thethird systemis Jimmiry (asin thecricket), alsocalledthe WearableRA. Jimmiry
presentanformation via a head-mountedlisplay attachedio a wearablecomputer
Theinformationprovidedis basednthewearers physicalernvironment:whereheis,
who heis talking to, thetime of day, etc. The systemdemonstratebow a JITIR can
be applied “ofthe desktop.

All threesystemausethe sameinformationretrieval backend,called Savant, which
wasdesignedspeciallyfor this researchSavantconsistof botha documenindexer
and a retrieval engine.The indexer usesa templatestructureto index documents
basednfile type.For example,it canidentify amail archive file andindex individual

emaildocumentdasedon the from field, subjectline, dateandbody of the message.

The retrieval enginerecevestext from the users ervironment(email beingreador
written, web pagebeingread ,etc.)andreturnsalist of documentshataremostlikely
to be useful given that environment. The front endsfor the RA, Margin Notesand
Jimmiry further procesghis informationand determinehow it shouldbe displayed.
Savant supportswhat is called data fusion it can parseinformation from multiple
datatypesincluding GPS timestampsandraw text, andcombinethe retrieval results
of multiple algorithmsthat usea combinationof thesefields. Savant can be easily
extended to include more types of fields and similarity metrics.

The theory presented in this thesis focuses on the three thesis questions listed

The question“how doesthe useof a JITIR affect the way peopleseekout and use
information?”is bestunderstoodn termsof intelligenceaugmentationEngelbart

1962) the extensionof a persons mentalability beyond naturallevels. Intelligence
canbe viewedin two ways.Classicalcognitive scienceviews intelligenceasa prop-
erty of anindividual (Newell 1989) Within this framavork, questionsevolve around
how atool canaid completionof a predefinedask.An alternatve view is thatintelli-

gences the propertyof asystenthatincludesanindividual, herculture,andphysical
and cognitive tools availableto her (Hutchins 1995) With the latter view the focus
shiftsto how atool, asa partof alargersystemidntelligence affectsthe behaior of
that systemandthe individual. In particular it encourageshinking abouttools not
only in termsof how they affect a giventask,but in termsof how they changewhat
tasksare performedandhow often. Both perspectiesareusefulfor certainkinds of
researchBecausehe thesisquestionbeing examinedis aboutuseof JITIRsin real
settingsandbecaus@racticalexperiencehasshavn thatthe ervironmenthasalarge
effecton how JITIRsareused theview of intelligenceasa propertyof anentiresys-
tem will be dominant in this research.

An economicmodelof humanbehaior predictsthat a personwill actto maximize
herbenefitwhile minimizing costs.Onesuchmodelis the effort-accurag contingent
decisionframewvork proposedoy Payne,Bettmanand Johnson(Payne 1993) which
predictsthata persorwill choosehedecision-makingtrateyy thatachiesestheaccu-
ragy neededor thetaskat handwhile minimizing the cognitive effort required.In this
frameawork, asearctfor informationwill notbe performedf it is too mucheffort or if

20
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a sufficientincreasen accurag is not expected Becausausingthe informationpro-
vided by a JITIR is low effort, it is expectedthata JITIR will be usedin situations
where a search engineould not.

Thequestiorthow cana JITIR automaticallyfind informationthatwould be usefulto
apersorby sensinghatperson'snvironment?”is bestinformedby thefield of Infor-

mation Retrieval (IR). Information Retrieval, and particularly the subfieldknown as
DocumentRetrieval or Text Retrieval, is concernedwith developingtechnologyto
find documentsrom a corpusthat are relevant to a given query A JITIR can be
thoughtof asaninformationretrieval enginewherethe“query” is automaticallygen-
eratedbasedn apersons local context. Onepossibleway to generatesuchqueriess
to usedomain-specifidechniquesFor example,the FIXIT system(Hart 1997)is a
JITIR thatis built into an expert systemthat helpscopierrepairtechnicians FIXIT

looks at the technician$ local contet (in this casethe symptomsthat have been
loggedin the expertsystem)anddisplayspagesrom therepairmanualthatmight be
helpful basedon the hierarchicalstructureof theindex for the particularrepairman-

ual used Whensuchdomain-specificriteriaarenot available(i.e. whenthe database

or ervironmentdo not have a structurewhich is known in advance)thengeneraltext
andinformation-retri@al techniqguesanbe usedto find documentghatarein some
way similar to the currentervironment,in the hopesthatthis similarity is agoodpre-
dictor of usefulness.

Information retrieval techniqueswere primarily designedor the retrieval of library
documentsand morerecentlyweb pages.The requirementdor query-freeretrieval
aresimilar to thosein the library domain,but differ in a few importantways. First,
searchenginesoften have animplicit prior of whatkind of datais useful. A prior is
domainknowledgethatcanbe usedto predictthatsomepiecesof informationwill be
more usefulthan others.For example,if a personsearcheshe INSPECdatabasef
journalabstractsthis searchgivesa goodhint thathe wantsa journalreferenceWith
a JITIR thereis no explicit choiceof databaseandthereforefewer priors are avail-

able.Anotherdifferenceis thatweb searchesendto be short,leadingIR researchers

to usetechniquego expandqueriesbeyond the few words given. JITIRs have the
reverseproblem:the entireernvironmentis potentiallya query but only somepartsof
that ervironmentwill leadto usefulinformation. Finally, traditional IR systemsare
evaluatedbasedon how relevant the resultsare to a given query Becausea JITIR
gueryis automaticallygeneratedthe resultingdocumentsnustbe evaluatedbasecbn
themoredifficult criteriaof utility. While relevanceis still ausefulmetricto examine,
thesuccessf aJITIR mustin theendbeevaluatedbasednits usefulnesso a partic-
ular user in a particular ginonment.

Thethird question*how shoulda JITIR presenpotentiallyusefulinformation?"falls
in the domainof interfacedesign.The interfacefor a JITIR mustbe designedso it
doesnot distractfrom a persons primary task.It mustbe non-intrusive However, it
cannotbe so non-intrusve asto never be noticed.It mustalsobe accessiblgit must
be easyto switch betweerthe primary taskandtheinformationbeingprovided. The
first criterionrequiresthatthe JITIR doesnotdistractfrom ausers primarytaskwhen
concentrationis necessaryT heoriesof focus-of-attentiorindicatethatit is easierto
ignoredistractingelementsn theervironmentwhenthey aredifferentfrom thetarget
stimuli (Wickens1992) For example,it is easierto drive while listeningto theradio
than while readinga map, becausedriving and the radio use different modalities.
However, theoriesof dividedattentionindicatethatit is easieito switchbetweertasks
whenthetasksaremoresimilar (Allport 1993) In particular it is easietto time-share
betweentasks or information sourcesthat share similar mental constructsand
schemaThesetwo heuristicscombineto form the proximity compatibility principle
(Wickens, p. 98): which whenappliedto JITIRs meansinformation provided by a

(Hart 1997)

Hart, Pand J. Graham. Query-
free Information Retrieal. IEEE
Expert / Intelligent Systems &
Their Applications12(5), 1997

(Wickens 1992)

Wickens,C. D., EngineeringPsy-
chology and Human &for-
mance 1992, pp. 375-382

(Allport 1989)

Allport, A., Visual Attention, in
Foundations of Cgnitive Sci-
ence Michael Posner (ed.), 1989
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1.2.4 Experiments

JITIR shouldbe similar in displayandstructureto partsof the ervironmentto which
it is similar mentally and dissimilar otherwise.For example, suggestiondrom a
JITIR shouldbe nearthe thingsthey annotateor otherwisedescribe This useof spa-
tial proximity makesit soonly a smallamountof effort is requiredto switchattention
away from the primary taskandbackagain. Suggestionshouldalsobe dissimilarto
partsof the environmentto which they do notrelate.For example,if aJITIR displays
informationrelatedto text written in the word processoit shouldnot have aninter-
facethatis similar in look andfeel to the web browser Finally, suggestionshould
alwaysbe separabldrom aspectof the erwvironmentthat requirea large amountof
focusedattention.For example,the interfacefor Jimmiry usesthe visual modality
becausét is designedorimarily for usein conversationsandlectures wherethe task
requires a lage amount of attention in the audio modality

Threeassumptiongan be madeaboutsuggestionproducedby a JITIR. First, they

will never be usefulone-hundregercentof the time. Evenwith perfectinformation
retrieval therearetimeswhena userdoesnot want more information, or is already
suffering from informationoverloadandcannotbedistractedurther Secondtheuser
is in the bestpositionto determinaf a particularsuggestiowill be useful,assuming
sheis giveninformationaboutthe contentsof the suggestionThird, the actof deter-
mining whethera suggestiomrmight be usefulis in itself a distractionandcreatexog-

nitive load,andthis distractionmustbeminimizedif the costof falsepositivesis to be

minimized.Thesethreeassumptionteadto the conclusiorthatsuggestionshouldbe

displayedwith a rampinginterface an interface that progressiely displaysmore
informationabouta subjectwhenthe userwishesit, while still allowing the userto

bail out at ary time without further distraction.In arampinginterfaceinformationis

cornveyed in stagesEarly stagesgive informationthat is mosteasily processe@nd
thatgivesa goodindicationof the contentf informationto follow. Laterstageson-

tain progressiely moreinformation,with thecorrespondindpighercognitive andper-

ceptualcost to processthat information. The idea is that userscan quickly learn
whethera suggestiorwill beusefulandif notthey neednotlook further. Theinterac-
tion becomeslialoguebetweeruserandJITIR, wherethe JITIR will proactively offer

some information and the user can then ask for more if desired.

JITIRs are contectually situated:their use and effectivenessdependgreatly on the
domainin which they are applied. This sensitvity to the task ervironmentmalkes
JITIRsespeciallyhardto evaluatein the generalcase For this reasonseveral experi-
mentshave beenperformedto cover arangeof actvity andvariations.Thefirst study
testshow subjectauseJITIRsIn a controlled-taslexperimentinvolving thewriting of
anopen-ende@ssayln particular it examineshow subjectsaccesandusesupport-
ing information when using a JITIR versususing a traditional searchengine.The
resultsshow thatuserswho aregivena JITIR aswell asa searchenginetendto view
almostthreetimes as mary documentsas userswho only have accesdo a search
engine.Also, subjectsfound the Remembrancégent (the main JITIR usedin the
experiment)moreusefulthanthe searchenginefor their task. The secondstudiesthe
differencedetweertherelevanceandutility of asuggestionandexaminesheeffects
of the corpususedon the quality of suggestionsTheresultsindicatethattheassump-
tions made in evaluating traditional information retrieval, hamely that relevance
impliesutility andthatthe choiceof databasés outsidethe scopeof the IR algorithm,
arenotvalid whenappliedto JITIRs. Thethird studyexaminesopen-endetbng-term
usagewherepeopleusedJITIRs over the courseof mary months.The studyuncor-
eredmary waysin which JITIRscanbevaluableto a user including providing infor-
mation that changesthe users current task, information that supportsthe users
currenttask, information that contextualizesthe users ervironment,and providing
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informationthatis not usefulto the currenttaskbut is valuablefor otherreasonse.g.
entertainmentinally, subjectsandusersfrom all threestudieswvereinformally inter-
viewed about theirxgeriences.

The roadmap for the remainder of this thesis is asvistlo

This chapter defined Just-InATe Information Retrieal agents and outlined the
contritutions of the wark.

Chapter2 describes the three JITIRs implemented: the Remembrance Agent
(word-processor based), Mgim Notes (web based), and Jimsiwearable-com-
puter based). It also describev&a, the information-retri@l back end that is
used by all three systems.

Chapter3 presents theoretical background and techniques that should be used in
designing JITIRs.

Chapterd describes implementation details about the Remembrance Agent, Mar-
gin Notes, Jimmip and Ssant.

Chaptelb describegxperimentsaandevaluationsanddiscussesgheirimplications.

Chapter6 discusseselatedsystemsandhow they fit into theframework presented
in this thesis.

Chapter7 dravs conclusions and describes areas of futunor this research
area.

1.3 Road Map
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cHAPTER2  Overview of
|mplemented

Sysems

This isnt just a blue sk outfit you knowPeoplebuild
things apund hee.
— Andy Lippman

Thischaptewill describehethreedI TIRsimplementedn thecourseof thisresearch:
theRemembrancégent(RA), Margin Notes,andJimmiry (alsoknown asthe Wear-
able Remembrance Agent). It ends with a descriptionwdr&athe back-end infor-
mation-retrigal engine used by all three systems. The higél ldesigns are
described here,ub implementation details and design tradis-afe put dfuntil
Chaptend.

Emacs is a popularteeditor for the Unix operating system. While it is often used 2.1 The

for traditionaltext-editingtaskssuchaswriting papersor computercode theeditoris RemembranceAgent
powerful enoughthatit is alsousedfor readingandwriting email,netnews, andeven

browsing the webEmacs supports the use of multipigfers, with each bffer con-

taining a file, email, net mes viewing session, or other information source.

TheRA (Rhodes1996)continuallypresentalist of documentshatarerelatedto the  (Rhodes 1996)

currentdocumentbeing written or read. Thesesuggestiongppearin orderof rele-  Rhodes, B. and Starnét The

vancewithin a specialdisplay buffer at the bottomof the Emacswindow. Whenthe =~ Reémembrance Agent: A continu-
. . . : . . . . L ously running information

useris typing, readingemails, or therW|sechar?g|ngh|s en/lronment_, the I_|st IS etrieval system, iPAAM'96,

updatedevery few secondsSuggestionsrom multiple databasesanbelistedin the 1996, pp. 486-495

display buffer, eachwith a certainnumberof lines. For example,the systemcanbe

configuredto displaysuggestiongrom email archivesin thefirst four lines andsug-

gestionsfrom notefiles in the next two lines. The display can also shav different

“scopes”from the samedatabaseg.g.thefirst few linescanshav suggestionselated

to the past20 words while the otherscan shav suggestionselatedto the past500

words.Suggestionare shavn without regard to a users history; i.e. the RA doesnot

have knowledgeof the users pastinterestsor whetherthe userhaspreviously seena

particular suggestion.
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FIGURE 1. RA main display

[ Lacally Contextual:

Motification systems such as newspaper clipping zervices and alerts are
proactive, but the information they present is bazed on events outside of
Ithe uzer’z local context, For example, an alert might trigger whenever a

new piece of email arrives, a stock price goes below & certain threshold.
or news that fitz a uzer’s perzonal profile hitz the news wire, The
notifications are designed to pull a person out of his current context
{task} and provide information about a different context that might require
hiz attention, The urgency of a notification can range from the immediacy
of a fire alarm to a news briefing that is announced, but intended to be
read whenever convenient,

Motification systems present information from a rapidly changing source
{e,q, current stock prices), baszed on relevance to a mostly static uszer
profile, JITIRz are the reverze: they provide information from a mostly
static source (e,g. email archives) based on relevance to a user’s rapidly
changing local context, Informat KETWORDS

pull a person out of his current

information that might be usefullpotification, news, information, sources, stock

1 Levitt & Rating the push products, 3
2 Miller Babe Hews on-demand for multimedia networks, §
kS Spink Towards a theoretical framework for information$
4 ents for the searché

onnunity of autonomous &
J] {Remembrance Agent)--L1--All-————————————

Figurel shavs ascreen-shodf the RA whenwriting theintroductionto thisthesis.n
this casethe documentdeingsuggestedamefrom a subsebf the INSPECdatabase
of conferenceandjournal abstractsandcitations(about150,000citations).The sug-
gestionsareall for paperghatmight berelevantto the sectionbeingwritten. Sugges-
tionsareproposeasedon word co-occurence the occurrencef the sameword in
both the text beingwritten and the documentsuggestediFor example,both the text
being written and the abstractfor the “Rating the pushproducts”papercontainthe
words notification news information sources andstodk (shavn in the pop-upwin-
dow). The actualdisplayis in color, with alternatingcolumnsin differentcolorsto
allow theinformationto be scannedjuickly. Thefull Emacswindow is largerin nor-
mal operation, which means adar ratio of editotfines to RA-suggestion lines.

The summarylines area combinationof fields from the documentandare designed
to give the useranindicationof the contentof the documentas quickly aspossible.
For example,from left to right the first suggestionn Figurel containstheline num-

ber, arelevancescoreconsistingof zero,oneor two plussigns,the authorof the cita-

tion, the dateof publication,andthe title of the papercited in the suggestionThe

formatof thesummarylinescanbecustomizedor individual databased-or example,
articlesfrom the BostonGlobeusea longerfield to shav headlinesandshav publica-
tion date,but don't shov the authorof the article. Email suggestionspn the other
hand,displayall thefieldsusedfor the INSPECdatabaseplusthe nameof thefolder

in whichtheemailis stored By defaultif a suggestions belov aminimumthreshold
it is notdisplayedand“No suggestion’is shavn instead |t is alsopossibleto config-

urethe systemto displaybelov-thresholdsuggestionsyith a minus-signastherele-

vance.

Right-clicking on a suggestiorcauses small pop-upwindow to displaythetop five
keywords that led to the abstractbeing suggestedas seenin Figurel. Thesekey-
wordsarealsodisplayedo thefarright of the suggestiorine, althoughthey areonly
visible whenthe userhasawide displaywindow. To seethefull text beingsuggested
theusertypesa keyboardshortcut(contml-c r andtheline numberto shaw) or clicks
on the desiredline number The full text thenreplaceghe currentdisplay buffer, as
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shawvn in Figure2. By defaultthe RA will notrecursvely make suggestiondasecdbon
a suggestion that has been retid though this feature is customizable.

FIGURE 2. RA result sceen

|

<196

Accezzion Wumber
(ORRIATOZ

Author
Lewitt T,

Title
Rating the push products,

Source
Informationweek, no,B28, 28 April 1937, pp,53-9, Publisher: CMP Publications,
115h,

Abstract
You need the most current information and you need it now, In the past. you
might have turned to TV, radio. or newspapers. but emerging "push"
technologies may make the Internet your primary news source, Push client
zoftware letz Internet and intranet users
customize delivery of information directly to their desktopz from a wariety
of sources, making it an invaluable resource for business
uzers who rely on the latest headlines or stock prices for
critical decision-making, But the promise of push technologies iz far greater

i ¥remem-docunent —output 12:04PH  (Text Fill)--L1--Top
1 Levitt Rating the push products, 3
2 Miller Babe Mews on-demand for multimedia networks, %
3 Spink Towards a theoretical framework for information$
4 Harsh A community of autonomous agents for the search$

144 kremem-displayx  12:54PM  (Remembrance Agent)--L1--All----————————————-
W Tupe number 1-5 to rate document: 1 = [Bad susgestion], 5 = [Great suggestion]

After retrieving a documenthe useris promptedto entera rating for the suggestion
(1-5), althoughenteringaratingis notrequired.Theratingis writtento alog file, and
is usedfor evaluationpurposesilt is not currentlyusedfor ary form of machindearn-
ing or useiprofile creation, although these might be implemented in the future.

Differentsuggestiordatabasesanbeassociateavith specificbuffersor buffer types.
For example the systemcanbe configuredo automaticallydrav suggestionfrom an
emailarchive databasevhenreadingor writing email,andfrom theINSPECdatabase
wheneer writing a paperin the LaTeX formatting mode.Thesedefaults are setby
handin a configuratiorfile. Databasesanalsobe switchedmanuallyby typing con-
trol-c r d. Databasehangesresticky: if the databasés switchedoncefor a particu-
lar buffer then revisiting that buffer will automatically switch to that database
thereafter

The user can also manually perform searchesClicking on a field in a suggestion
causeghe RA to performa searchbasedonly on the contentsof thatfield. The user
mayalsotypecontmol-c r f andenteraqueryfor aparticularfield, or typecontmol-cr g
to fill in a query form that includes all fields.
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2.2 Interaction With
The RA

FIGURE 3. Interaction transitions with the RA

users primary task)-g

5 seconds pass and the
local contat has change

user returns ta

RA updates primary task

suggestion list

user looks at RA display

user reads RA display

user clicks on field,
types C-crf,

types C-crq
ortypes C-crd
user right-click

RA changes quer|
or database and

updates suggestipn
display

RA shaws keywords

user types C-cr #, 0 in pop-up windaw

clicks on line numbe

user readsdywords

user types C-c r #, or
clicks on line number

RA shaws the

L | full requested
document

user reads document

Figure3 shows the transitionsin an interactionwith the RA. Rectanglegepresent
actionstaken by the RA that changethe stateof the display Ovals representctions
taken by the userthat changethe informationsheknows. Links areactionstaken on
the partof the useror the RA, or areeventsthatoccurin the world suchasfive sec-
ondspassingsincethe lastupdate . The overall interactionis a dialoguebetweeruser
andRA, wheresometimeghe userinitiatesand sometimeghe RA initiatesthe dia-
logue.
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Most of the time the useris working on her primary task: writing or readingdocu-
mentsin the main Emacs buffer. Every five seconds(assumingthe buffer has
changed}heRA updateshesuggestionist basednthetext in thecurrentbuffer and
the database(s) being used.

Fromworking ontheprimarytask,theusercandecideto look atthe RA's displayand
readone or more suggestiorlines. By this action she updatesboth her knowvledge
aboutwhatinformationis availableandher knowledgein general.Shecanalsotake

oneof severalactionsthatcausethe RA to changethe suggestionslisplayed namely
clicking on afield in a suggestiorine (which performsa searchbasedon thatfield's

contents) performinga full-text queryby typing C-c r g, performinga searchon a

particularfield by typing C-cr f, the nameof thefield to searchandthetext to search
for, or changingoneor morescopego a new databasdy typing C-cr d andthe new

database name.

After readingthe display the usermaywantto seekeywordsthatareassociateavith
aparticularsuggestionBy right-clicking onthe suggestionine, shecauseshe RA to
display a pop-upwindow containingthe keywords. By readingthe keywords she
updatesher knowledgeaboutthe documentassociatedvith the suggestionywhich in
turn may corvinceherto readthefull documenbr ignorethe suggestiorandreturnto
her primary task.

If theuserwantsto readthefull documentescribedy a suggestiorine, shecando
soby typing C-cr andtheline numberof thesuggestioror by left-clicking ontheline
number This actioncauseghe RA to replacethe primary buffer with the requested
document. Reading the document, of course, changes the krs@rledge further.

Margin Notes(Rhodes2000)is aJITIR thatautomaticallyrewriteswebpagesasthey 2.3 Margin Notes
areloaded,addinghyperlinksto relateddocumentsAs aweb pageis loaded Margin

Notes adds a black ngn strip to the right of the document (the giarstrip is (Rhodes 2000)

always black, rgardless of. the color of the main page).eLtkle .RA, Magin Notes Rhodes, B. Magin Notes: bild-
then compares each section of the document to preeddemail archvies, notes ing a contetually avare associz
files, and other t files, based ondgword co-occurrence. If one of these ireé tivememoryin 1UI'00, 2000,pp.

files is found to be rel@nt to the current section of the web page, a small “annota- 219-224
tion” is included in the main next to the relgant section. The note contains a quick
description of the suggestedtea series of circles representing thevatee of the
suggestion, and a link to get more information. The annotation consists of a subject,
date and author for the suggested,tthough the xeact male-up of the note is cus-
tomizablebasednthe databasd-or example,annotationgor theemaildatabasalso

include the name of the folder in which iagvfiled, while annotations for tfB®ston
Globedatabase only include headline and date to maximize the amount of headline

that can fit.
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FIGURE 4. Mar gin Notes sceen-shot

File Edit ¥iew Go Communicator Hel

T

LA Hitchicock

Are you considering getting a cell phone, but dont know which provider to choose? Do you already
have a cell phone but want to switch providers?

Digital vs. Analog

It used to be fairly easy when it came to buying a cell phone-- you went to your local provider, took
advantage of their latest promotion (usually getting the phone for free with an annual contract), and
that was it. Today, not only do you need to decide whether you want an analog or digital phone or
one that does hoth, you also need to pick the provider that can provide analog and/or digital service.

What’s the difference?
E| |Document: Done. H o P R W2 ||

Figure4 shavs a screen-shobf awebpageon cell-phoneserviceplans,annotatedy

Margin Notes.This exampleis a pageandannotatiorthatcameup duringnormaluse
of Margin Notes,thoughthe relevanceof the annotationis betterthan the typical

annotation.The databaseisedfor this exampleis the collectionof Media Lab email

archives since 1988, a total of over 180,000messagesThe suggesteddocument,
listedin the black mamgin to theright, is email sentto the “hackers” mailing list and
givespersonakxperiencesvith cellularservicein the MIT area.Theactualdisplayis

in color: thecirclesatthetop of asuggestiorarefilled in with redto indicatetherele-

vance of the suggestion.

Placingthe mouseover an annotationproducesa list of the five keywordsthatwere
mostimportantin decidinga suggestion'selevance(theseare alsoshowvn in the fig-
ure).Keywordsareusefulfor contetualizinga suggestiorandgiving a betterindica-
tion abouta suggestedlocument contentsClicking on anannotationcreatesa new
browserwindow that displaysthe full text of the email, note-file, or text beingsug-
gested. The suggested page also has feedb#tck$ used fonaluating the system.

Becauseavebpageswill oftencover mary differentsubjectsMargin Notessegments
thewebpagest annotatebasedon HTML tags.A sectionis definedastext between
HTML headettags,horizontalrules,anda few non-standardgectiondelimitersused
by HTML editorssuchasMicrosoft Word. Eachsectionrecevesits own annotation,
assuminghe sectionis long enoughandthe annotations over a thresholdrelevance
score.The exceptionis the first annotationon eachweb page,which is basedon the

entirepageinsteadof a singlesection.Theinclusionof a page-wideannotatiorallows

both a generalannotationas well as specific,focusedviews. Margin Notesusesthe

locationof the annotatiorto indicatescope:annotationappearat the top of the sec-
tion to which they arerelevant. This placements analogoudo the useof mamginal

notesin traditionalprint. The black margin strip is usedto “brand” the annotatioras
belongingto Margin Notes;all text to the left of the mamin is the pagebeinganno-
tated, all t&t within the magin is placed there by Mgin Notes.
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FIGURE 5. Interaction transitions with Mar gin Notes

user reads web pal

user loads ne
page from Vb

user returns tq
primary task

Margin Notes
annotates sectioh

user sees note in
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that note is there

user looks at note

user clicks on note
user reads note

user mees mouse
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Margin Notes
shavs keywords
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user clicks on note

Margin Notes
P> shavs documen

user reads docume

Figure5 shaws thetransitionsin aninteractionwith Margin Notes.Rectanglesepre-
sentactionstaken by Margin Notesthat changethe stateof the display Ovalsrepre-
sentactionstaken by the userthat changethe information she knows. Links are
actions takn on the part of the user or Mar Notes.

The interactionstartswith the userreadinga web page.As a new pageis loadedit is
annotatedy Margin Notes.The blackmamgin is addedimmediately;sectionannota-
tions appearwer the ngt few seconds as there created.

2.4 Interaction With
Mar gin Notes
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As the useris readingthe web pageshewill occasionallyseean annotationin her
peripheralvision, letting her know that the note exists. Seeingthe noteis usuallyan
unconsciousct; it is difficult to avoid noticinganannotationrwhenoneexists. At this
point the usercancontinuereadingthe main web pageandignorethe annotationpr
shecanlook atthe noteandreadsomeor all of the summaryinformation.Both notic-
ing the note andreadingthe summarychangesvhat the userknows aboutthe avail-
ability of information, and may pwide other useful information in itsam right.

After readingthe summarythe usercango backto readingthe main web page,can
view keywordsassociateavith a summaryby moving the mouseover the annotation,
or can click on the suggestion towi¢he whole document.

2.5 Jimminy Boththe RA andMargin Notesprovide potentiallyusefulinformationbasecn a per-
son'scomputationaénvironment:his email,documentsywebpagedeingviewed, etc.
Jimmiry, also called the ¥arable RAprovides information based on a person's

(Rhodes 1997) physicalervironment:hislocation,peoplein theroom,time of day, andsubjectof the

Rhodes, B., The @érable current comersation(Rhodes 1997)Processing is performed on a shouldern

Remembrance Agent: a syster  w e raple computerand suggestions are presented on a head-mounted display.
for augmented memarin Per-

sonalTednolagies: Speciallssue . ) ) ] ] ) )
on Wearable Computing1:218- Theultimategoalis thatall informationaboutthe wearers physicalervironmentwill

224, 1997 be available to Jimmiry through automatic sensors.However, the focus of this
researchis not sensortechnologybut ratherwhat canbe donewith that technology
onceit is available.To this end,Jimmiry is a generalarchitecturethat usesplug-ins
for ary sensorthat canbe attachedo a wearablecomputer Informationthatis not
provided by sensorscan be enteredinto the systemby hand.The currently imple-
mentedsystemhas beendemonstratedvith passie sensorsthat detecta persons
physicallocationandpeoplein the room,andusesthe systemclock to determinethe
time of day The latestrevision of Jimminy no longersupportscomparisorbasedon
time, but previous versionsdid. The subjectof a corversationis enteredby hand,as
are full-text free-form notes. The wearablecomputer hardware and sensorsare
detailed in Chaptet.4.

Thewearablecomputersenestwo mainfunctions.First, it is usedasa generalnote-
taking system.n corversationsandlecturesnotesare usuallytouch-typedusingthe
one-handedkeyboardwhile maintainingeye contactwith the personspeaking.The
head-mountedlisplay is occasionallyviewed to seewhat hasjust beentyped. Any
notewritten usingthe wearablecanbe taggedwith peoplepresentsubject,location
and timestampusing a single key combination.Over the courseof four yearsthe
wearablehasbeenusedby the authorto take andannotateover 850notes.They range
from noteson classesand cornversationsat conferences$o noteson dancesteps.The
secondmajor useof the wearablecomputeris to retrieve notesandinformationary-
time, arywhere Readingandunderstandingnformationonthe head-mountedisplay
is a more attention-demandingask than note-taking.It is also more obvious to
obserers that the wearableuseris distracted:his eyes are clearly focusedon the
screerandit is difficult to speakandreadatthe sametime. For thesereasonsnforma-
tion tends to be retried during pauses in cegrsation or in lecture situations.

Theinterfacefor Jimmiry is basedon the EmacsRA, but differsin a few important
ways.First, screerreal-estatés scarceor awearablesosuggestionarepresentedn

abbreviated form. Second the featuresof the ervironmentthat are currently being
sensedirelisted on the modeline. For example,in Figure6 thelocation(room E15-
335)andthe personin theroom (David Mizell) arelistedin reversevideoonthe bot-
tomline. This displayis importantbecaussensodatamaybeincorrect,andtheuser
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alsoneedsareminderaboutwhaternvironmentalinformationwaslastenteredy hand
soit canbeupdatedThird, keys aredefinedon theone-hande#eyboardto increment
or decrementhe bias on differentfield-types.For example,one could setbiasesso

thatthe personfield is twice asimportantas otherfields whenfinding usefuldocu-
ments.The biasesarelisted on the modeline aswell. Finally, the systemwill modify

the biasfor certainfeaturesbasedon recent-modificationtimes. For example,if the

wearerof the systementersa new room, the bias for room locationis temporarily
increasedy three.After a minutein the sameroomthe biasis returnedto base-line
levels.

FIGURE 6. Jimminy screen-shot

Motes on conductive cloth technology, ..l

zation-notes  4:00AM 0,11 L1--A]l———————————————————

1 embroidery machine class
; izell JEI
; JEGI contact
bartie Re: wearable fazhion sho O

335 |Imizell

Figure6 shavs a screen-shaodf Jimmiry asit would appeaonthe head-mountedis-

play. The top 80% of the screeris resered for notesbeingenteredor read,plus the

standardEmacsmodeline giving time and information aboutthe file being edited.
The next four lines shaw suggestiondasedon the wearers currentcontext. The dis-

play is the sameasthe RA exceptformattedfor the 80-columnmonochromedisplay

Thebottommodeline shavs a condensediew of currentbiasedor location,subject,
personandcurrenttext beingtyped,followed by the context (keywordsandphysical

ervironment)thatled to the suggestionTheactualhead-mountedisplayis brightred

onblackwith 720x 240pixel resolutionwith thenumberof characterandtheaspect
ratio the same as shao in the figure.

For the example scenarioof Figure6, imagine the weareris talking with David

Mizell, a fellow wearablesesearchefrom Boeing,andhasjust enteredMedia Lab
room E15-335(which is wherethe automaticembroiderymachineis kept). Thisis a
made-upexample,althoughthe screen-shas of theactualsystenusingthereal data-
baseof noteswritten on the wearable The modeline shavs the currentlocationand
peoplein the wearers environmentand shaws that the biasfor locationand people
presentis four andthe biasfor subjectandcurrenttext beingtypedarebothone.The
periodsaroundthe location and personbiasesindicate they have temporarilybeen
raisedbecause¢hesefeatureschangedecently In oneminutethey will both go back
to the hand-setvalue of one.Biasescanalsobe setusingthe one-handedkeyboard.
Thefirst suggestiorfembroiderymachineclass”is a notethat wastaken during the
trainingclassfor theembroiderymachine As canbeseenin thekeywordssection(far
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2.6 Interaction With
Jimminy

right), the suggestioris basedmainly on the room number but alsoon someof the
wordsin the notesbeingtyped.The next two suggestionsreaboutDavid Mizell, the
first beingnotesfrom atalk onaugmentedeality thathe gave ata conferencen 1998,
thesecondeinghis entryin thewearers contactRolode file. Thefinal suggestions
an email note aboutthe wearablefashionshaow for which the conductve cloth tech-
nologywasbeingdevelopedatthe MediaLab, retrieved basedn keywordsthathave
been typed into the notes area.

FIGURE 7. Interaction transitions with Jimminy

users primary task)--

5 seconds pass and the
local contat has change

Jimmiry updates user returns to
suggestion list primary task

user looks at Jimmindisplay

user reads Jimmyn )
display user types C-cr f
types C-crq

types C-crd
changes anronment,

or changes bia

172}

user types C-c r #

Y

Y Jimmiry changes
Jimmiry shavs query or databasg

the requested and updates
document suggestion display

user reads documen

Figure7 shaws the transitionsin an interactionwith Jimmiry. As with the previous
interactiondiagramsyectanglegepresentictionstaken by Jimmiry that changethe
stateof thedisplayandovalsrepresenactionstakenby theuserthatchangetheinfor-
mationsheknows. Links areactionstaken on the partof the useror Jimmiry, or are
eventsthatoccurin theworld suchasfive secondpassingsincethelastupdateor the
user valking into a ner location.

Most of the time the useris working on her primary task. This primary task may
includeusing Emacson the wearableto take notes,but it may alsoincludetasksthat
have nothingto do with the wearablecomputey suchastalking to a coworker. Every
five seconds Jimmiry updatesthe suggestiorlist basedon the text in the current
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buffer, the users currentphysical ervironment,the currentbiassettings,andthe cur-
rentdatabase(d)eingused.If afeaturehaschangede.g.shehaswalkedinto a nev
room)thenthebiasfor thatfeatureis temporarilyraisedby threepointsandthemode
line is updatedo revealthatchangeAfter oneminuteJimminy automaticallylowers
the bias back to its originaiMel.

Fromworking on the primarytask,the usercandecideto look at the Jimmiry output
on the head-updisplay andreadone or more suggestiorlines. As with the RA, she
canalsoperforma full-text queryby typing C-cr g, performafield searchby typing
C-cr f, or changingoneor morescopedo a new databaséy typing C-cr d andthe
new databas@ame.Shecanalsochangehevalueof oneor morefeaturesof theervi-
ronmentasknown by Jimmiry (e.g.the subjectof her corversationor herlocation),
andcanincrementdecremenbr resetthe biasfor ary of the four main featuresAll
of theseactionschangethe internal stateof Jimminy andaffect the suggestionshat
are displayed.

If theuserwantsto readthefull documentescribedy a suggestiorine, shecando
soby typing C-cr andtheline numberof the suggestionThis actioncauseslimmiry
to replace the primaryuffer with the requested document.

As shouldbe expectedjnteractionwith Jimmiry is similar to interactionwith the RA
(uponwhich Jimmiry is based)However, with Jimmiry the useris oftenin erviron-
mentsthatmalke it difficult to readlargeamountsof text. For example,shemightbein
a corversationwherereadingmore than a few words will causean uncomfortable
pauseor otherwisemake her look distracted.For this reason Jimmiry usersoften
will eitherusethe suggestiorine itself to jog their memory(but not bring up the full
document)or they will wait for naturalpausesn the corversationto bring up a full
document.

All three implemented JITIRs are front ends to the same back-end system, called 2.7 Saant

Savant. The front-end senses the uséstal contet (that is, the document or email
being written, the web page beingwes, or the pisical ewironment of the user of
a wearable computer) and sends that informatiorxirféem to Saant as a “query
Savant then wrks as an information retxial engine: gien a query it produces a
rank-orderedist of pre-indexeddocumentshatbestmatchthequery Savantconsists
of two programsra-retrieve performs information retri@l based on a quenyhile
ra-index creates indefiles so retrigal can be performed quicklindexes can be cre-
atedfrom ary sortof text, including collectionsof newvspapeior journalarticles,orga-
nization-widecollectionssuchasoffice memospr personakourcesuchasemailand
notes Previousversionsalsoallowed pagego beindexeddirectly from theweh Doc-
uments are usually re-ingked nightly to incorporate mechanges and additions.

For retrieval, the front-endfirst sendgext from the users currentervironmentto ra-
retrieve, which thencompareshe queryto pre-indexed files andreturnsa list of the
mostsimilar documentstankedin orderof similarity. The outputincludesa one-line
summaryof the documentincluding subject,authoror personassociatedvith the
documentdate,the nameof thefile containingthe documentarelevancescoreanda
list of the top five keywordsor termsfrom the querythatled to this documentbeing

suggested. This list is further processed by the front-end to display suggestions.
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2.7.1 Bmplate Matbing

2.7.2 Data Fusion

(Crabtr ee 1998)

Crabtree, |.B. et al. Adape Per
sonal Agents, iffersonal Bch-
nologies 2(3) 141-151, 1998

(Lee 1995)

Lee, J. Combining Multiple Evi-

dence from Diferent Properties
of Weighting Schemes, in
SIGIR'95 pp. 180-188

2.7.3 Hltering

The power of Savzantcomesfrom a strongtemplate-matchingystemthat canrecog-
nize typesof documentor queries,parseindividual fields from each,andindex or

procesghemall automaticallyFor example,if ra-index is pointedatatop-level direc-
tory of files it will recognizeeachone asan email archve, HTML file, LaTeX file,

collection of notestaken on the wearablecomputey setof paperabstractdrom the
INSPECdatabaser raw text, andignoreotherfile formats.It will breakmulti-docu-
mentfiles into individual documentsand then breakeachdocumentinto individual

fields. For example,archie files from the INSPECdatabasearebrokeninto individ-

ual citations and then further broken into title (subjec}, author(persor), date and
body This parsingmeansindexing canbe performedautomaticallywith no needto

annotateor labelfiles by hand . Whenretrieving documentsa users local context (the
guery) is also broken into individual fields. For example,an email messagebeing
written will be brokeninto subject person(whotheemailis to), dateandbody Tem-
platesare hard-codednto Savant, but are designedo be easily modified or added
with a recompilation of the source code.

Differentfield-typescanhave differentsimilarity metrics.For example,the body of a
gueryandthebodyadocumentanbecomparedisingatext-retrieval methodsuchas
the TermFrequeng / inverseDocument~requeng (TF/iDF) algorithmsdiscussedn

Chapter4.1.6.Thesimilarity betweertwo dateswas,in a previousversionof Savant,

comparecdbasedon the numberof daysthat separateéhem (the currentimplementa-
tion doesnot comparedates) New similarity metric plug-inscanbe addedeasily For

example,a collaboratorat British Telecomhasdevelopeda plug-in thatcanfind doc-
umentsthat are relatedto a currentlocation basedon GPS coordinateqCrabtr ee
1998) Multiple similarity metricscanalso be definedfor the samesetof data.For

example, two different weighting schemesor entirely different algorithmscan be
defined for comparing the body of a messagexioheing typed.

Savantcombinegheresultsof multiple similarity metricsfor adocumentin aprocess
known in the informationretrieval field asdata fusion(Lee 1995).If a documents

similar to a querybasedon morethanonefield or similarity metric (e.g.if boththe

“from” field andbody of a messaggartially match),alinearcombinationof the sim-

ilarities are usedbasedon weightsdefinedin the templates.The full algorithmis

detailed in Chaptet.1.5.

Automaticallygeneratedjueriestendto containextraneougext thatis not usefulfor
retrieval, e.g. signaturelines and email headersIndexed documentswill likewise
have HTML markupand headerghatwill dilute the value of importantdatawhen
selectingdocumentsTo addresghis problem,eachtemplatecan associatea filter
bankwith eachfield. A filter bankis anorderedlist of Perl-styleregular expressions
thatmatchtext thatshouldberemovedfrom thefield beforeparsing For example fil-
tersassociatedavith the emailbodyfield recognizeandremove email signaturdines,
headerdrom includedfiles and commonlines suchas “Begin forwardedmessagé.
Filters associatedvith the email personfield remove all information exceptfor the
username while filters associatedvith all fieldsin HTML documentsemove hyper-
text tags and comments.
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cHAPTER3  ITheoryand
Related Work

[Do not] put too muhb confidence inxg@erimental
results until thg have been confirmed by theory
— Sir Arthur Eddington

This chapter is dided into three sections, each presenting theory that relates to one
of the thesis questions described in Chapt2rl. This research is multidisciplinary
S0 it is appropriate that the theories described spamaddields. The first section
draws from cognitie science, psychology and decision science te $lway JITIRS
are used and f&ftt the vay people use information. The second sectiowslfeom

the field of information retrial to shev howv a JITIR can automatically decide what
information to shwo given a persos’ewvironment. The last section ava from inter-
face design and humaactors to shw how a JITIR can present potentially redat
informationin away thatdoesnot distractfrom a persons primarytask.Eachsection
will first describe releant theory and then discussathat theory can be applied to
JITIRsin particular Chaptel5 presentsesultsof experimentakvaluationsof someof
the theories presented here.

This sectionpresentgheoryfrom cognitive science psychologyandinterfacedesign 3.1 How JITIRS
that is applicable to the folldng question: Affect The Way

How doesthe useof a JITIR affecttheway a personseeks People Act

out and uses information?

Thesectionstartswith anabstractliscussiorof thedefinitionof intelligenceandhow

it appliesto the designof tools that augmenthumanintelligence.Ilt becomeamore
concretewith a discussiorof varioustheoriesfrom psychologyanddecisionscience
that offer a framawork for understandinghe benefitsof usinga JITIR. The section
concludes with a discussion ofa@dITIRs fit into this frameork.
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3.1.1 Intelligence
Augmentation

(Engelbart 1962)

Engelbart, D.Augmenting
Human Intellect: a conceptual
framevork, AFOSR-3233, 1962

(Newell 1989)

Newell, A. et al, Symbolic Archi-

tectures for Cogpnition, iRoun-
dations of Cgnitive Science
PosnerM. (ed),1989,pp.93-131

(Hutchins 1995)
Hutchins, ECognition in the
WiId, 1995

(Norman 1988)
Norman, D.The Psyhology of
Everyday Thingsl1988, p. 54-80

DouglasEngelbarthasproposedhe conceptof intelligenceaugmentationthe exten-
sion of a persons mentalability beyond normallevels (Engelbart 1962) In particu-
lar, Engelbartwas interestedin tools and techniquesthat could increase“the
capabilityof a manto approacha complex problemsituation,to gain comprehension
to suit his particularneedsandto derive solutionsto problems:. In his generaframe-
work hedescribeghreekindsof “repertoire”that peopleuseto breakdown andsolve
complex problems.The first is what he calls explicit-human processcapabilities,
which areexecutedcompletelywithin the humanmind. The secondare explicit-arti-
fact processcapabilities which are capabilitiespossessedntirely by tools or things
andareexecutedwithout humanintervention. The third are compositeprocesscapa-
bilities, which areprocessethatemegefrom aninteractionbetweerpeopleandarti-
facts. JITIRs facilitate compositeprocesscapabilities. They perform someof the
work of retrieving information,but the evaluationandeventualuseof thatinformation
is still performed by the human.

Classicalcognitive scienceis concernedvith explicit-humanprocesscapabilities.t
examineshow humangperformtasks,andusesthoseobsenationsto constructtheo-
riesabouthow the mind operategNewell 1989) Fromthis perspectie intelligenceis
an attribute of anindividual. Anything outsideof a persons body (e.g.tools, culture,
or other people)is by definition not a part of intelligencebut is rathera thing that
interactswith intelligence.This placesexplicit-artifact and compositeprocesscapa-
bilities outside the area of study of classical cogaiticience.

In his book Cognition in the Wild, Edwin Hutchinsarguesfor a studyof cognitionas
an attribute of an entire system,wherethe systemincludesa person,the culturein
which heis acting,his physicalenvironment,andboth physicalandcognitive toolshe
hasat his disposalHutchins 1995) Intelligentactionstemsfrom theworkingsof the
whole system, not just the initlual person.

This viewpoint hastwo importantimplications.First, Hutchinsarguesthatignoring
processeshat occur“beyond the skin” leadscognitive scienceto studyhow people
actin the laboratorybut to ignore cognitive behaior in the real world. Ratherthan
perform experimentswhereary influencefrom the outsideworld is eliminated,he
callsfor a cognitive ethn@yraphic methodologywherebehaior andmentalactionare
studied in real-wrld situationgHutchins, p. 354)

The early reseachers in cognitive scienceplaced a bet
thatthe modularityof humancognition wouldbe sud that

culture, context, and history could be safelyignored at the

outsetandthenintegratedin later. Thebetdid not pay off.

Thesethingsare fundamentabspectsof humancognition

and cannotbe comfortablyintegrated into a perspective
that privileges abstiact propertiesof isolated individual

minds. Someof what has beendonein cognitive science
mustnow be undoneso that thesethings can be brought
into the cgnitive pictue.

Secondpecausehesystemicview of intelligencefocusesntheinteractiondetween
processem theheadandin theworld, it is agoodstartingpointfor understandinghe
compositeprocesscapabilitiesthat are available when using a JITIR. For example,
Don Normantalks aboutknowledgein the headversusknowledgein the world, and
how onecanbesubstitutedor theother(Norman 1988) Sayyou have agreedo take
a neighborto the airport next Saturdayat 3:30pm. Trying to remembelis keeping
knowledgein the head.Asking your neighborto call the night beforeto remindyou
movestheknowledgeto theworld, or atleastto the headof your neighbor Theideais
thatknowledgecanbe storedin differentlocationswith differentadvantagesanddis-
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adwantageskor example,someonavho only occasionallytypesmight preferto hunt-

and-peck/relying on the letterswritten on the keys. Someonewho typesfrequently
will probablywantto learnto touch-typebecausehe addedspeeds worth the extra

effort of moving the knowledge from the world into the head.Well-designedools

will putasmuchknowledgein theworld aspossible bothto helpa personremember
andto constrainhis actionssuchthatthe right way to usethetool is alsothe obvious

way to use the tool.

How intelligenceis viewedwill changehekindsof questionghatwill beasledabout
adesign.If intelligenceis viewed in isolationfrom the restof the ervironmentthen
toolswill beviewedin termsof how they canaid anindividual in histask.This view-

point encouragesjuestionssuchas“how quickly cana personusinga JITIR find a
pieceof information” and “how relevant is the information shovn?” When intelli-

genceis viewed asa propertyof a systemthenthe focusshifts to how differentele-
mentschangethe behavior of the systemasa whole. In particular questiondnclude
notonly how atool helpsthe completionof atask,but alsohow thetool might modify
apersons behaior andhow it mightaffectwhattasksareperformedatall. For exam-
ple,onemight askwhetherpeoplequotethework of othersmorewhenusingaJITIR,

or read more information not directly related to their task.

Imaginean extremely paranoidexecutve who wantsto be surehereadsevery piece  3.1.2 Cost vs. Expected
of informationrelatedto hiswork. To make sureheis fully informedin hiswriting, he  Benefit
searcheshroughhis old emails,office memosthe New York Timesandthe Engyclo-

pedia Britannica after every paragraphhe writes. This practicewould imitate the

behaior of a JITIR. In fact, the resultingdocumentamight be more relevant than

thosereturnedby a JITIR becauséie could performhis own searchesnoreprecisely

than could ay automated process.

Of course noteveryoneis asmeticulousasthe executve describedSometimes per-

son vants a particular piece of information, and in this case a search engine is the
appropriate tool. Other times a person will not bother to perform a search due to lack
of time, because the information he already has is “good eriamrdigcause he

expects a search will not turn upydining useful.

Suchaction (or inaction)is in keepingwith Zipf's Principle of LeastEffort (Zipf,
1949)

In simpleterms,the Principle of LeastEffort means for (Zipf 1949)

example that a personin solving his immediateproblems Zipf, G.K. Human Behavior and
will view theseagainst the badground of his probable the Principle of Least Edt,
future problems as estimatedy himself Moreover he will 1949 p- 1

strive to solvehis problemsin sud a way as to minimize

the total work that he must expendin solving both his

immediateproblemsand his probable future problems.

Thatin turn meanghat the personwill strive to minimize

the probable average rate of his work-expenditue (over

time). Andin sodoinghewill be minimizinghis effort, by

our definitionof effort. Leasteffort, thereforg, is a variant

of least work.

Thekey pointto Zipf's Principleis thata personwill try to minimize his total future
work, givenhis bestestimatest thetime Zipf combinesall potentiallyrelevantmoti-
vators,including pleasurejnto this singlevariablehe calls “work.” For example,he
discusseghe value of having a spousein termsof efficiengy of division of labor
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(Zipf, p. 255) ratherthanasa trade-of betweenthe costof gaining and keepinga
spouse and thewards it can dér.

(Payne 1993) Payne, Bettmanand Johnsonargue that people choosedecision-makingstrategies
Payne, J., et allhe Adaptive basedon multiple goals,including goalsof accurag andthe conseration of limited
Decision Maler, 1993 cognitive response¢Payne 1993) This framework is basedon anticipatedaccurag

vs. anticipatedeffort: a decisionmaker assessethe benefitsand costsof available
stratgjies and chooseghe stratgyy with the bestcost/benefitrade-of. While their
framavork emphasizetheaccurag of adecisionasthe primarybenefitandtheeffort
asthe primary cost, it acknavledgesother motivators. For example,if a decision-
maler thinks he will be aslkedto explain his decisionto othershe is morelikely to
pick aneasilyjustifiablestrateyy. This stratgyy maynotevenbethemostaccuratebut
it is still the optimal solution gen the social eironment(Payne, p. 254)

3.1.3 The Two-Second Payne,BettmanandJohnsors effort-accuray frameavork predictsthatincreasinghe

Rule effort involvedin performingataskwill causea proportionaldecreasén the number
of timesthattaskis performed For example,increasinghe effort involvedin usinga
searchengineshoulddecreasehe averagenumberof queriespeopleperform.How-
ever, it doesnot addresshow large a changein effort is necessaryo seechangesn
usagepatternsPutin termsof time, how muchlongermustaninformationtool take
to use before people stop using it?

(Miller 1968) Studiesin computeresponsdime indicatethat the properunit of analysisis on the
Miller, R.,Responsémeinman-  order of secondor even fractionsof secondsatherthan minutesor hours.Robert
computer cowersational transac-  \jiller arguesthat for mary tasksmorethantwo-secondf responselelayis unac-

tions, inAFIPS Confegnce Po- . . . .
ceedings of theafl Joint ceptablgMiller 1968, p. 270) In particulay Miller argues that:

Computer Confence Vol 33, ...it will be easily demonstated that manyinquiries will

Part 1, 1968, pp. 267-277 . .l .
not be made and manypotentially promisingalternatives
will notbe examinedby the humanif hedoesnothavecon-
versationalspeeds- asdefinedn thisreport—availableto
him. But taskswill still be completedasindeedthey have
beenin the past, without corversational interaction, and
at least someof themwill be completedmore poorly by
any criterion.

In otherwords,evendelaysof afew secondwill causepeopleto eithernotuseinfor-
mation tools or to use them less frequently in performing their task. Of course, the
exact threshold will depend on thepected benefit of the information being
retrieved. Miller also agues that there is not a linear decreaseficierficy as

response delay increases; there are response delay threskoluts which sudden
drops in mental éitiengy will occur.

Miller is primarily discussingsystemresponselelays thatis periodswherethe user
hasmadeanactionandis waiting for the systemto respondHe placesresponsibility
for these dEcts on limits of human short-term memdiiller , p. 268)

Whenl shift from tempoarily memorizingthe telephone
numberto dialing it, short-termmemoryis holdingthis set
of digits andthe goal action of completingthe dialing. An
interruptionor delayin achieving a goal usuallyresultsin
a degreeof frustration. Thelonger a contentmustbe held
in short-termmemory the greater the chancesof forget-
ting or ermor.
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This thesisextendsMiller’ s agumentand contendshat the two-secondule applies
not only to waiting, but alsoto performingsubtaskghatdistractfrom a primarytask.
For example,when performinga searchfor information abouta sub-topica person
needdo useshort-termmemoryto keephis placein thelargerframework of thetask.
Theamountof short-termmemoryrequired,andthusthe amountof effort requiredin

thetask,will dependn anumberof factorsincludingthe compleity of the sub-task,
the amountof time requiredto completethe taskandthe similarity of the sub-tasko

theprimarytask.It will alsodependon how muchclosurethereis in the primarytask
at the momentof interruption;an interruptionwill causedesseffort whenperformed
between tw cognitive “clumps” than when performed in the middle of an action.

Thereareseveralstudieghatshov minor shiftsin theamountof effort requiredto use
informationfor a giventaskcanhave large behaioral effects.For example Janenpaa
hasshowvn thattheway graphicalinformationis arrangedn adisplayaffectsboththe
decisionstratgly usedandthe orderin which a decisionmaker acquiresnformation
(Jarvenpaal1989) Anotherexampleinvolvesthe displayof pricesin grocerystores.
Russohasshavn that when a productdisplay includesperunit pricesthe salesof
lower unit price productsgo up within a brand(Russo1977) However, thereis little
switchingbetweerbrandswhenunit-priceinformationis only listed underindividual
products.This behaior is presumablybecauselifferentsizesof the samebrandare
placednext to eachother but between-brand@domparisorrequirescomparingprices
that are distributed acrossl5 feet of shoppingaisle. When unit pricesare listed in
orderon a singledisplayat the end of eachaisle,customersstartto switch between
brandsto find the cheapesbverall perunit price. Finally, David Woods (Woods
1994)describesereral casesvherepoorinformationdisplayhasled to errorsin air-
planepiloting andsuigery, especiallyduring periodsof high tempoof operationand
high cognitie load.

There are manways a person can disee information: she can try to remember
searchthewebor emailarchives,talk to a coworker, goto thelibrary, etc.In termsof
the theories gien abwe, each of these adities has an associategpected benefit,

(Jarvenpaa 1989)

Janenpaa, S. The fefct of task
demandsindgraphicaformaton
informationprocessingtrateies.
Management Scienc&5:285-
303, 1989

(Russo 1977)

Russo, J. Thealue of unit price
information.Journal of Marlet-
ing Reseath, 14:193-201,1977

(Woods 1994)

Woods, D. et alBehind Human
Error: Cognitive Systems, Com-
puters, and Hindsigh€SERIAC
SQOAR report 94-01, 1994, pp.
113-119.

3.1.4 Application to
JITIRs

computed by summing the benefit of all possible outcomes times the probability of

that outcome. Each aeitiy will also have expected costs including cognigi and
physical efort, social cost, and possibly an economic cost.

Whenappliedto theinformationsearcidomain thesetheoriessuggesthatif the cost
of finding andusinginformationis morethanthe expectedutility of the searchthen
the searchwill notbe performed.This decisionnotto actcould occurfor severalrea-
sons.First, the desiredinformation may not be importantenough.For example,the
searchemight think she“rememberst well enougH, or theremight belittle reward

for accuray. Shemight alsothink a searchwill notbefruitful, andthusthe expected
valueis low evenif anunexpectedlygoodresultwould be worthwhile. This expecta-
tion might be accuratepr the searchemay be unduly pessimisticFinally, shecould

be undertime pressureor dealingwith a poor searchinterface,and thus the effort

required for a search is too costly
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FIGURE 8. Example effort-accuracy trade-offs for information lookup
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Figure8, which is basedupona similar figure in (Payne, p. 93), shavs onepossible
cost-benefitrade-of for discosering a particularpieceof information.In this exam-
ple, askinga cowvorker for informationis easyand hasa moderatesxpectedbenefit,
searchingemail archiveshasa highercostandlower benefit,andgoingto thelibrary

hasthe highestexpectedcostandalsothe highestexpectedbenefit. The dottedline is

the“line of action” Activities to the left andabove the line will be performedwhile

actuities to the right or belov theline will not. An individual with the given effort-

accurag trade-ofs would aska coworker for information, but would not botherto

search her email arcf@s or go to the library

Theline of actionrepresentshe trade-ofs betweencostandbenefitfor a particular

task,andcanshift with changingpriorities. For example,anincreasedeedfor accu-

racy would reducethe slopeof theline, andthusmorekinds of informationsearches
might be performed.Increasingtime pressurevould causethe reverse.The position

of informationresourceganalsoshift over time. For example,if the coworker goes

homefor the night the additional effort of askinghim a questionwould shift that

resource to the right.

A few detailsneedto be addedto the over-simplified examplegivenabove. First, the
“line of action” is not necessariljinearat all. As mentionedn the discussiorof the
Two-secondRule (Section3.1.3),therecanbethresholdseyondwhich ary increased
effort will have largeeffectson whetheranactionwill betaken.Secondtheavailabil-
ity of othermethoddor retrieving informationwill affecttheactionthatwill betaken.
For example,a personmight bewilling to goto thelibrary to geta pieceof informa-
tion, but if shemight first askher office mateandonly go to thelibrary if he doesnt
know the answer Third, the evaluationof expectedcostsandbenefitsassociatedvith
aninformationsourcearecontinuouslyupdatedevenwhile in the procesf usingan
informationsource For example,a searchefor informationmaybebrowsingtheweb
looking for information. Halfway throughthe web searchshe comesacrossa page
thatmentionsa bookthathasthe answersheis looking for. This new informationhas
two effects. First, it changegshe expectedeffort of finding informationin the library,
becausaow shehasthe exactreferenceor the book sheneedsSecondjt changes
the expectedbenefitof goingto thelibrary becausenow sheknows thatthe informa-
tion will bethere(assuminghebookis not checled out, assumingheinformationis
accurategtc.). With this new informationthe searchemight stopherweb searchin
mid-stream and immediately go to the library

42



FIGURE 9. User interaction with retrieval of more information
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Figure9 shaws the interactionsa userwill have with a genericJITIR. The procesds
iterative: at every step the user will consciouslyor unconsciouslyreassesghe
expectedbenefitsand costsof accessingiew information, and act accordingly For
example,saya userof the Remembrancégentis writing a projectproposalhis pri-
marytask).He maybriefly wonderif thereis informationrelevantto the paragrapthe
just wrote. He doesnot expectinformationto exist, but it is worth a quick glance
down at the RA's display becausehe costof a glanceis low. If he doesnot seeary
suggestionghat are likely to be usefulhe will go backto his primary task, having
spentlessthana secondn the interaction.On the otherhand,if he noticesinforma-
tion that might be usefulthen he will reassessis expectedbenefitsand costsand
might decideto look at what keywords were associatedvith the suggestionor to
bring up and read the full document.

In thisway, JITIRsperformtwo majorfunctions.First, they reducethe costof search-
ing for informationby doing mostof the work automatically In termsof an effort-
accurag trade-of, a JITIR is aresourceor retrieving informationthatis lesscostly
thanotherinformationresourcegi.e. to theleft of otherresource®n the effort-accu-
ragy graph).Secondpy makingit easyto getinformationaboutwhatinformationis
available JITIRs can changethe expectedbenefitof searchingfor information in
moredepth,andthusencouragehe retrieval of moreinformation. This is especially
true if a JITIR displaysinformationin stagesasis describedin the discussionof
rampinginterfacesin Section3.3.5.Both thesefunctionsincreasehe likelihoodthat
information is retriged and used.

It shouldbe notedthat while a JITIR reducesthe cost of accessingand assessing
information, it doesnot completelyeliminatethesecosts.Thereis still the small but
importantcostof looking at a suggestiorand evaluatingwhetheror not the resultis
useful. Therecanalsobe a costfor usingthe giveninformationeven afterit is sup-
plied. For example,if a JITIR suppliesa citationfor atechnicalpaperit may still be
necessaryo find the actualpaperandreadit beforeincorporatingthat knowledge.
Finally, thereis thecostin screerreal-estateisedto displaysuggestionsandthe CPU
costinvolved in performingsearcheshat may never be used.Many of theseissues
will be discussed further in Secti@m3: Interaice Design.
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3.2 Finding Useful
Information

Giventheframewvork shavn in Figure9, theinformationreturnedby a JITIR canfall
into five catgories:

1.

Falsepositive (useless) Theinformationis not useful. This couldbedueto afail-

ure of the underlying search technolplgy-quality information, or a mismatch
betweertheinformationprovidedandtheimmediatetaskat hand.As anexample

of the last case, detailed technical specifications for cellular phone frequencies
would be useless to someone who simpiynted to decide what calling plan to
purchase.

False positve (already known): The information is useful,ub is already kman

and has already been used or discardedetample, based on a scientific paper
being written a JITIR might suggest a journal article that has already been refer-
enced or that the author has already deemed unnecessary

DecreasedCost Theexistenceof theinformationis known, butit is notworththe

effort to searcHor it throughothermeansFor example the JITIR mayprovide an
exact quote when otherwise an auth@awhd paraphrase. By presenting the infor-
mation directly the cost of accessing the information is greatly decreased. In this
casetheagentis aninformationresourcdo theleft of otheravailablesearchech-
nigques shen in Figure.

Increased Expected BenefiThe information preided by the agent is not itself
useful, lut it indicates thex@stence of other information that might belwable.

For example, a JITIR might present a piece of email that is related to a current
project proposal, Ut provides no information that can be directly applied to the
taskathand.Theemailmightstill indicatethatlooking at otheremailin the same
thread or talking to the sender could be fruitful. Here the JITIR does not decrease
the cost of finding the author and talking to himt, ib does increase thepmected
benefit of doing so. In this case it may be that reading the entire document sug-
gesteds belaw theline of action(too low anexpectedbenefitto usedirectly), but
seeing the summary of the suggestiaregina information abouanother
resoucethat increases theected benefit of using that other resource.

. Decreased Cost and Inaeased Expected BenefilThe &istence of the informa-

tion provided was not knan and is useful. In this case the JITIR decreases the
costof accessinghefull documensuggestedndalsoincreaseshe expectedoben-
efit of retrieving the document based on the summBoy example, a researcher
may not think a referenceists about a particular esoteric field. Thpected
benefit of performing a search foryanformation is therefore quitewp and not
worthmoreeffort thana quick glanceatthe JITIR display If the JITIR suggests
paperdescribingnew work in thefield, the expectedbenefitof diggingfurtherfor
the suggested information iswaenuch higherln fact, since thexéstence of the
paper is n&v known the epected benefit is equal to the usexstimated alue of
thepaperbasednthesummaryAt thesametime, the costof accessinghepaper
is much laver than it vould be without the JITIR.

This section presents theory from information reti¢hat is applicable to the ques-
tion:

How cana JITIR find informationthat would be usefulto
a pesson by looking at that pson's curent local contet?

The perfect retrieal engine for a JITIR wuld be able to magically kmowith cer-

tainty whethera pieceof informationwould beusefulto a personThenext bestthing
would be an engine that could kma persors task, what information he already
knows, the thoughts he is currently thinking anevhe processes weinformation.

44



With such information a JITIR could easily deduce whether informatamridibe
useful.Unfortunately JITIRshave neithertheability to prognosticat@or readminds.
A JITIR mustmake duewith whatever limited informationit cansenseautomatically
from a persors computational or pisical ewironment, plus anheuristics that can
be designed into the system.

Peoplehave the ability to understandibstracimeaningghatare corveyed by natural
languageThisis why referencdibrariansareuseful;they cantalk to alibrary patron
aboutherinformationneedsandthenfind the documentghatarerelevant. The chal-
lengeof informationretrieval is to mimic this interaction replacingthelibrarianwith
anautomatedystem Thistaskis difficult becauseéhe machineunderstandingf nat-
ural language is, in the general case, still an open research problem.

More formally, thefield of InformationRetrieval (IR) is concernedvith theretrieval
of information contentthatis relevant to a users informationneeds(Frakes 1992)
Information Retrieval is often regardedas synorymouswith documentetrieval and
text retrieval, thoughmary IR systemsalsoretrieve pictures,audioor othertypesof
non-textual information. The word “document”is usedhereto include not just text
documents, it ary clump of information.

Documentretrieval subsumes$wo relatedactiities: indexing andsearhing (Sparck
Jones1997) Indexing refersto the way documentsi.e. informationto be retrieved,
andqueriesj.e. statementsf a users informationneedsarerepresentefbr retrieval
purposesSearchingefersto the processvherebyqueriesareusedto producea setof
documentsghatarerelevantto the query Relevanceheremeanssimply thatthe docu-
mentsare aboutthe sametopic asthe query aswould be determinedby a human
judge.Relevanceis aninherentlyfuzzy conceptanddocumentsanbe moreor less
relevant to a given query This fuzzinessputs IR in oppositionto Data Retrieval,
which usesdeductve and booleanlogic to find documentghat completelymatcha
guery(van Rijsbergen 1979)

Informationretrieval algorithmsareusuallyevaluatedn termsof relevanceto a given

qguery which is anarduougaskconsideringhatrelevancejudgementsnustbe made
by ahumanfor eachdocumentetrieved. The Text REtrieval Conferencé TREC) pro-

videsis aforum for poolingresourceso evaluatetext retrieval algorithms.Document
corporaare chosenfrom naturally occurring collectionssuch as the Congessional
Recod andthe Wall StreetJournal. Queriesarecreatecdby searchingsorporafor top-

ics of interest,andthenselectingqueriesthathave a decennumberof documentsel-

evantto thattopic. Queriesandcorporaaredistributedto participantswho usetheir

algorithmsto returnrankedlists of documentselatedto the givenqueriesThesedoc-

umentsare then evaluatedfor relevanceby the samepersonwho wrote the query
(Voorhees 1999)

This evaluationmethodis basedon two assumptionskirst, it assumeshatrelevance
to a queryis the right criterion on which to judge a retrieval system.Otherfactors
such as the quality of the documentreturned,whetherthe documentwas already
known, the effort requiredto find a documentandwhetherthe queryactuallyrepre-
sentedthe users true informationneedsare not consideredThis assumptions con-
troversial in the field. One alternatve that has beenproposedis to determinethe
overall utility of documentsetrievedduringnormaltask(Cooper 1973) Userswould
be asled how mary dollars (or otherunits of utility) eachcontactwith a document
wasworth. The answercould be positive, zero, or negative dependingon the experi-
ence.Utility would thereforebe definedasary subjectve valuea documengivesthe
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3.2.3 Methodsdr IR
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3.2.4 What is Local
Context?

user regardlessof why the documenis valuable. The secondassumptiorinherentin
the evaluationmethodusedin TREC is thatqueriestestedarerepresentade of que-
riesthatwill be performedduringactualuse.This is not necessarilya valid assump-
tion, since queriesthat are not well representedy documentsin the corpusare
explicitly remosedfrom considerationThesetwo assumptionganbe summarizeds
follows: if a retrieval systemreturnsno documentghat meeta users information
needsijt is not consideredhe fault of the systemso long the failure is due eitherto
poor query construction or poor documents in the corpus.

Therearemary differentmethodsfor bothindexing andretrieval, anda full descrip-
tion is out of the scopeof this thesis.However, a few broad catejories will be
described to gie a feel for the range of methods thése

Vector-space modelThe vectorspacemodel representgjueriesand documentsas
vectors,whereindexing termsareregardedasthe coordinateof a multidimensional
information space(Salton 1975) Termscanbe wordsfrom the documentor query
itself or picked from a controlledlist of topics. Relevanceis representedby the dis-
tance of a queryactor to a documeniegtor within this information space.

Probabilistic model. The probabilisticmodelviews IR asthe attemptto rank docu-
mentsin orderof the probabilitythat,givena query thedocumentill beuseful(van
Rijsbergen1979) Thesemodelsrely onrelevancefeedbackallist of documentghat
have alreadybeenannotatedy the userasrelevantor non-releantto the query With
this information and the simplifying assumptiorthattermsin a documentareinde-
pendentan assessmentan be madeaboutwhich termsmake a documentmore or
less likely to be useful.

Natural language processing modelMost of the other approachesescribedare

tricksto retrieve relevantdocumentsvithout requiringthe computeito understandhe

contentsof a documentin ary deepway. NaturalLanguageProcessingNLP) does

not shirk this job, andattemptgo parsenaturallyoccurringlanguagento representa-
tionsof abstractmeaningsThe conceptuamodelsof queriesanddocumentganthen

be compared directlfRau 1988)

Knowledge-based appraches Sometimesknowledge about a particular domain

canbe usedto aid retrieval. For example,an expertsystemmight retrieve documents
on diseasedasedon a list of symptoms.Sucha systemwould rely on knowledge
from themedicaldomainto malke a diagnosisandretrieve the appropriatedocuments.
Other domainsmay have additional structurethat can be leveraged.For example,

links betweenweb pageshave beenusedto identify authoritieson a particulartopic

(Chakrabarti 1999).

Data Fusion.Datafusionis a meta-techniquevherebyseveral algorithms,indexing
methodsandsearchmethodsareusedto producedifferentsetsof relevantdocuments.
Theresultsarethencombinedn someform of votingto produceanoverall bestsetof
documentgLee 1995) The Savantsystemdescribedn Chapter2.7 is an exampleof
a data fusion IR system.

The prime differencebetweenlR and Just-In-Tme Information Retrieval is thatthe
formeris basedon a human-generatequeryandthe latteris basedon local context.
Therehasbeenmuchdiscussiorsofar aboutlocal context andlocal ernvironment,but
thesetermshave not yet beenformally defined.Context doesnot meananything and
everythingin theervironment.If it did thena searctenginewould qualify asa JITIR,
becausesearchenginesperform queriesbasedon the text typedinto an entry field,
whichis a partof the environment.In fuzzy terms,contet is asopposedo text; it is
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the“everythingelse”of theenvironment.More precisely contet is the setof features
in the ervironmentthatarenot explicitly intendedasinputinto the systembeingdis-
cussedTherefore a contet-awareapplicationis a systemthatcansensehe environ-
mentbeyond the direct input intendedto control that system.For example,a smart
housethatturnsthe heatdown whenpeopleleave is a context-awaresystem pecause
leaving the houseis not (usually) performedjust to turn down the heat.On the other
hand,a door that openswhena key-cardis swipedthrougha readeris not context-
aware even thoughit senseghe ervironment,becausehe only thing it sensesare
actions takn with the sole intent of controlling the door

This definition of context is dependenbn theintentof the user For example,a smart
room that automaticallyturnsthe heatdown wheneveryoneleavesthe housewould
be usingcontext to control the heat.However, saya personthinks the roomwastoo
warm andinsteadof turning down the thermostatsheleavesthe room with the sole
intentof turning off the heat.In this situation,the act of leaving the roomis a direct
action,no differentin theorythanpushinga button or turning a dial to “colder” Her
actionof leaving theroomis not contet, by a strictinterpretatiorof the definition.In

practicaltermsthis confusionof intent can be avoided by talking aboutthe normal
andintendedusageof an application.Thusa smartroomis a contect-aware applica-
tion so long asthe intendeddesignis to automaticallyset the temperaturewithout
human interention.

The otherpartthatneedsdefinitionis “local.” In Chapterl, theideaof local context
wasusedto distinguishJITIRs from notificationsoftware suchasalertsandnewspa-
per clipping servicesClearly local at leastimplies spatiallocality. Effectsoutsideof
the immediatevicinity of the userare not usedby a JITIR. However, local context
could be definedto include what is usually called a userprofile. Sucha definition
would include not only the ervironmentarounda userbut also his currentprefer-
ences]ist of gifts he needgo buy, bookshe'd like to read,etc. It couldeveninclude
his history of actions and interestgeo time.

The definition of “local context” usedhereis not that broad.In additionto spacial
locality, local context alsoimpliesfeatureshatshift relatively quickly over time. For

example,the keywordsthat make up a persons interestprofile might changeslowly

over the courseof years.The list of gifts he needsto buy might changeover the
courseof monthsor weeks.The peoplehe is talking to right nonv changeover the
courseof minutesor hours.The rapidity of changefor a featureplacesit on a spec-
trum betweeruser profile andlocal context, with local context beingthosefeatureof

the ervironmentthat changemostrapidly. In the middle of this spectrumare grey-

areafeaturesthat changeover the courseof hoursor even days.For example,some
systemghat are definedas JITIRs in the RelatedSystemschapter(Chapter6) base
the informationretrieved on a profile built up over several hours.Ratherthandefine
anarbitrarydemarcatiobetweerlocal context anduserprofile, thisthesisacceptghe
fuzziness of the definition.

The informationthatis availableandusableby a JITIR depend®n the taskdomain.
In a computationakrvironmenta JITIR cansenseahetext a personwrites or reads,
the applicationshe has open, the peoplewith whom he communicatesetc. Such
informationis especiallyusefulfor finding documentn relatedsubjectsor applica-
tion-specificinformation, e.g. informationaboutemail corespondenta/Vith physical

sensora JITIR canknow peoplein theroom,location,time of day, etc.It mightalso

sensetask-specifidnformation suchas patientvital signs,reportsfrom mechanical
diagnostic equipment, or radiatiorvégs.

3.2.5 Sensing vs. IR
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In sometask domains,the sensingis the hardestpart of decidingwhat information
might be useful.For example,a JITIR mighttake informationin from acamerajden-
tify facesfrom the video streamand presenta quick biograply of that person.The
hardpartof this sequencés performingautomaticface-recognitiofirom araw video
stream.Oncea faceis recognizedfinding a biograply is a simple databaséookup.
Therecognitionof suchhigh-level featuress often called“perception”to distinguish
the results from unprocessedyplital sensor data.

In othertaskdomainssensings trivial, but determiningthe usefulnes®f information
is hard.For example,it is very easyfor aJITIR to “sense”all thewordsthathave been
typedinto aword processowindow. Oncethesewordsareknown it is quite difficult

to know whatdocumentsnight be relevant. At somelevel of analysisthe distinction
betweerperceptiorandunderstandings arbitrary:thereis no fundamentadifference
betweerassociatinga persons namewith araw video streamandassociating topic

with a raw text stream.In practice,perceptiontendsto find featuresfrom physical

information such as video and audio streamswhile information retrieval and data
mining tendto look at computationainformationsuchastext or interactionhistory.

The techniques used are often simithough the details dér.

TheJITIRsimplementedn thisresearcltanusemary differentkindsof information,
including physical sensorsHowever, all threeimplementationgely mostheavily on

text retrieval techniquedbasedn thetext a personis writing or reading.This focusis

mainly dueto the generalityof text; a wide variety of domainscanusea text-based
JITIR. Physicalsensorareimportantandareexploredwith Jimmiry, but they arenot

the primary focus of this research.

3.2.6 Priors A person chooses information resources based on her needs at the time. If a doctor
needs a medical reference she will use the National Institute of Health (NIH) search
site. If she vants to kna where to play golf she will bvese the tourism board data-
baseThechoiceof informationsources oneof thebestindicationsof apersons cur-
rent needs. In terms of probabilithe fct that a person chose a particular database
gives a strong prior that information in that database will be useful. This is informa-
tion that is implied by a human-generated query in addition to the queristsf.

Usually JITIRsdo nothave suchadirectindicationof whatinformation,if ary, might
bevaluableto a userata certaintime. Oneway to make up for this lack of priorsis to
combineall information that might be usefulinto one databaseand usetraditional
information-retri@al techniquesn the combinedcollection.Sucha databasevould
includeall the medicalinformationfrom the NIH andall the golf informationfrom
the tourism board, plus other information. Unfortunately sucha solution doesnot
scale.Large databaseput large memoryand computationademand=n a retrieval
engine.More importantly a databasehat coversa large rangeof topicshasonly a
smallpercentagef documentshataredirectly relatedto a persons currentinforma-
tion needsgevenif the raw numberof usefuldocumentss quite large. With sucha
diluted databaseit is likely that the resultsreturnedwill be uselessgvenif useful
information &ists some/here in the corpus.

Of course somepriors exist evenwith JITIRs. The kinds of informationthatcanbe
providedby a JITIR will beimplicitly constrainedy its interface,the sensorst uses
andthe peoplewho useit. For example,aJITIR embeddedh aword processocanbe
expectedto provide informationthat might be relatedto anything typedin thatappli-
cation, but not in otherapplications.The ervironmentin which a JITIR is deployed
provides somenaturallimits on the kinds of tasksbeing performed,thoughusually
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notasmary asareenjoyedby a specializedsearchengine.lt is alsosometime$ossi-
ble to usefeaturesof the taskervironmentto make a goodfirst guessat the kind of
informationthat might be mostuseful. For example,the RA usesthe Emacsediting
modeto tell whethera personis readingemail, writing codeor writing a paper This
information is usedto choosebetweenarchived email, a code library, or paper
abstracts from the INSPEC database.

In a manual information system a person usually searches for one piece of informa-2.7 Multiple Tpics
tion at a time. In contrast, a persepivironment will usually relate to seral difer-

ent subjects. & example, this thesis ranges from discussion of information vatrie

to interfacedesignto specificimplementation®f JITIRs.Email will oftencovereven

more disparate topics within the same message.

Sometimesnultiple-subjecjueriescanbeanadvantage Any documenthatmatches
morethanone of the subjects(e.g.in this caserelatingto both informationretrieval
andinterfacedesign)is likely to bea usefuldocumentanddocumentselatingto just
one subjectrepresentedn a query might still be useful. However, multiple-subject
gueriescanalsocauseraditional IR techniqued¢o missdocumentghatarevery rele-
vant to one particularsubjectin favor of documentsonly someavhat relevant to all
subjectsrepresentedOne solutionto this problemis to breakqueriesinto segments
andannotateeachsegmentseparatelyFor example,Margin Notesannotatesections
that are determinecby analyzingthe web pages HTML tags.The RA, on the other
hand,allows the userto definemultiple scopeghatlook at differentsizedneighbor-
hoodsof wordsaroundthe cursor Futureversionsmight alsosegmentplain-text doc-  (Hearst 1994)

umentsinto individual topicsthroughlinguistic analysis,asis describedn (Hearst ~ Hearst, M. Multi-Raragraph Sg-
1994) mentation of Expositoryékt, in

Proc. of the £L, June 1994

Furthermorepartsof the ervironmentmight not be usefulto a retrieval engineat all.
For example,a signature-lineat the bottomof anemailmaynot containary informa-
tion relevantto aperson'surrenttaskor interestsThis informationmustthereforebe
removed or otherwise ignored.

An important question is what metrics should be useddiate a JITIR. As dis- 3.2.8 Evaluation of
cussed in SectioB.2.2, IR algorithms are typicallwaluated based on whether the  JITIRs

documents returned are red@t to the gien querylt is assumed that the query is a

good indication of the user's interests. Because JITIRs tahuman-specified

guery the concept of relance as the primarywaluation metric is\en more prob-

lematic than for traditional IR. If a JITIR returns no documents that meet a user’
informationneedsdueto poorqueryconstructioror poordocumentsn the corpus,it

is the systens fault because the system chose that query and corpus automatically

It is alsopossiblefor a documento be too relevantto a persons ervironmentto be

useful. For example, early versionsof Margin Noteswould occasionallysuggest
email thatwas highly relevantto the web pagebeingread. Theseemailswere often

direct quotesfrom the web page,and offered no information apartfrom what was

already on the page being annotated.

A bettermetricfor evaluationis the utility aJITIR provides.Theutility of aJITIR can
rangefrom directly helpingwith the completionof a taskto providing entertainment
or reassurancevithout directly aidingwith the currenttask.Utility is agoodmetricof
successor two reasonsFirst, unlike relevance utility by definitionhasintrinsic value
to auser Relevance,on the otherhand,is the goal of anIR systemonly becauset is
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assumedhat in normal situationsrelevancewill imply utility. As will be shovn in
Chapter5.3.2andChapter5.4.3,in the context of a JITIR relevancedoesnot neces-
sarily imply utility andvice versa.Secondthe useof utility asan evaluationmetric
assumeshatqueryandcorpuschoicearethe responsibilityof the systemratherthan
the responsibilityof the user Third, it takesinto accountthe factthat mary kinds of
information might be desirable to a user foragiety of reasons.

As discussedn Section3.2.2,relevanceis often correlatedwith usefulnesdut is not
thesamething. In thecontet of JITIRs,this assertiors experimentallydemonstrated
bothin (Budzik 2000)andin Chapter5.3.2. The difficulty with using utility asan
evaluationmetric is that utility is dependenbn mary factors,including the current
taskbeingperformedthe knowledgethe useralreadyhas,andthe users currentlevel
of distraction.The variousfactorsthatcancontribute to the valueof a particularsug-
gestion are discussed more in Chaptdr3.

In spiteof the differencesdescribedabore, mary of the techniquesandmodelsused
in IR canbereadily adaptedor usein JITIRs by substitutinga representationf the

users environmentin placeof a humangeneratedjuery For example,avectorspace
approachto JITIRs (Salton 1975)would producedocumentghat are similar to the

informationcontainedn the users ervironmentasrepresenteth a multidimensional
informationspaceTheothermethodsanlik ewise be adaptedHowever, afew differ-

encegemainthatmustbe addressedgspeciallywhendealingwith retrieval basedon

text documents and automatically-generated queries.

Queries ar longer In the pastfive yearsthe IR field hasbeenattemptingto produce
relevantdocumentdasedn shorterqueries Thistrendhasbeenspurredby theneeds
of websearchengineswherethe averagequerylengthis lessthanthreewords(Jan-

sen 1998) Many of the techniquesdevelopedhave beenways to perform query
expansionwherea shortqueryis automaticallyaugmentedvith wordsappearingn

the bestranked documentf aninitial probesearch(Harman 1995) With JITIRs,

the ervironmentprovides a large amountof datathat can potentially be a part of a
guery so query gpansion is less important.

Both indexed documents and queries & multivariate. Both documents being
suggestedndqueriesthemseleswill often containpeople'snamesdates subjects,
abstractslocations phonenumbersanda hostof otherinformationtypes.While this
canbetrue of manualqueriesaswell, manualqueriesareoftensparsedueto the dif-

ficulties of entering laye amounts of data.

JITIRs need both ranked best and filtering Search engines normally produce a
rank-best list of hits for a @én query The absolute rel@nce score of a hit is not
important as long as the relairanking is correct. JITIRs require a combination of
ranked-best ealuation and filtering. Theneed to display the topviehits, hut also
need to display an absolute confidence in the/aalee of a suggestion and to poten-
tially suppresshedisplayof low-quality suggestionsThis needfor filtering is similar

to the problemdced by tet-filtering systems such as automatievepapetclipping
servicesHowever, thesesystemsassumehata streamof document@recomparedo
along-lastingsetof queryprofiles,suchasalist of keywordsexpressinguserinterests
(Hull 1998) Thequeriesn JITIRsarenotlong-lasting,somostof themachine-learn-
ing techniques used by thesgttéltering systems cannot be applied.
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High precision is equired. Information retrieval researcherften talk about the
trade-of betweenprecision(makingsureall suggestedlocumentsare of high rele-
vance)andrecall(makingsureall relevantdocumentsresuggestedBecausdITIRs
largely play a supportingratherthana primarytaskrole, they usuallyshouldnot sug-
gestmorethanafew documentsMore suggestionsgvenif all of themwererelevant,
would be too muchof a distraction.For this reasonthe information retrieval algo-
rithms for JITIRs should tend teMor precision ger recall.

The question addressed in this section is one of aoeresign and humaactors:

How shoulda remembanceagentpresentpotentiallyuse-
ful information?

Themostimportantdesignconstrainfor JITIRsis thatreadingsuggesteihformation
should be a secondarytask. Unlike usersof a searchengine,JITIR usersare not
actively seekinginformation being suggestedThey are lesstolerantof distraction
from their primary task,andarelesswilling to dig throughsuggestionso get useful
information.Furthermoreevenif asuggestedext is highly relevantto auser'scurrent
contt, hemaynotbeinterestedn it. Thetext couldalreadybeknown, theusermay
not wish to be distracted,or he may simply not want ary new information. For this
reasomaninterfacemusthave alow costfor falsepositives.It mustbe anon-intrusive
interface.However, it cannotbe so ignorableasto never be noticed.It mustalsobe
accessableit mustbe easyto switch betweenthe primary taskandthe information
beingprovided. The first criterion relatesto whatis called focus of attention,while
the second criterion relates twidied attention.

Attentionis limited. Whena persoris engagedin atask,it is difficult to payattention
both to that task and to a JITIR simultaneouSlggnitive science has maitheories
as to wly and hev mental attention is limited ub these theories do not agree. A full
discussiorof focusof attentionis beyondthe scopeof this thesis but abrief synopsis
follows.

The dominanttheoryof attentionis thatof limited capacityandfiltering. Theideais
thatthe brainis a limited computationatesourceandthereforefocusof attentionis
requiredto allocatethis limited resource(Broadbent 1958) Information from the
eyes,earsandothersensess processe@ndfiltered suchthatlater processings only
performed on the information thaaw attended.

Oneof the main questionsn thefilter theoryis whatinformationgetsfiltered at dif-
ferent stagesof processingBroadbentproposedan early-filter view in which non-
attendednformationis not processedeyond its basicphysical characteristicge.g.
pitch, location,andintensity). This theory explainswhat is calledthe codktail-party
effect wherea personcanconcentraten a single cornversationat a party and effec-
tively block out other conversationg(Cherry 1953) However, subsequentesearch
hasshavn that somesemanticinformation canbe detectedn an otherwiseignored
audiochanneljncluding a subjects own name(Moray 1959) This researcthasled
othersto concludethatsemantidnformationis at leastpartially processedandfilter-
ing occursaftersuchprocessingOneproblemwith theselate-filteringtheoriess that
they do not explain why afocusof attentionis required,giventhatprocessingccurs
anyway.

3.3 Interface Design

3.3.1 Focus of Attention

(Broadbent 1958)
BroadbentD. E., Perceptionand
Communication1958

(Cherry 1953)

Cherry E. C., Somexperiments
ontherecognitionof speechwith

one and tw earsJournal of the

Acoustical Society of America

25:975-979, 1953

(Moray 1959)

Moray, N., Attention in dichotic
listening: Afective cues and the
influence of instructionQuar-
terly Journal of Experimental
Psytology, 11:56-60, 1959
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(Duncan 1979)
DuncanJ.,Dividedattentionthe
wholeis morethanthe sumof its
parts.Journal of Experimental
Psydology: Human Brception
and Rerformance Vol. 5, No. 2,
1979, pp. 216-228

(Shaffer 1975)

Shafer, L. H., Multiple attention
in continuous erbal tasks. In
PM.A. RabbitandS.Dornic,eds.
Attention and Brformance V
1975

(Wickens 1992)

Wickens,C. D., EngineeringPsy-
chology and Human éfor-
mance 1992, pp. 375-382

(Allport 1989)

Allport, A., Visual Attention, in
Foundations of Cgnitive Sci-
ence Michael Posner (ed), 1989

Other researchergontendthat the questionshould not be whetherfiltering occurs
early or late, but ratherwhetherthe single-resourcémited capacitytheoryis correct
at all. For example,Duncanshowved that whentwo handsperform differentactions
thereis sometendeng for eachhandto perform the action assignedo the other
(Duncan 1979) The filter theory doesnot explain this sort of crosstalkbetween
actionsor stimuli. Even moredamagingo the single-resourcéheoryis thatdifferent
task combinationshave differentamountsof crosstalk,even whenthey useseparate
sensorymodalitiesandseparateffectorsfor eachpair of tasks.For example,Shafer
shaved that copy-typing from a written transcriptcan be performedwhile simulta-
neouslyvocally shadaving (repeating)continuousspeechplayedinto a headphone.
However, it is almostimpossibleto simultaneouslyreadaloud andtype from audio
dictation, &en for a skilled audio-typigShaffer 1975)

To accountfor suchcrosstalk Wickensproposes multiple-resourceheoryin which

processingelieson threeindependentlichotomousesourcesstages modalitiesand

codes(Wickens1992) Thetwo stagesareencoding(whichincludescentralprocess-
ing) andrespondingEncodingrelatesto the interpretatiorand processingf stimuli

in the ervironment,e.g. the interpretationof speechRespondingefersto selection
and executionof a task, e.g. the productionof speechModalities are broken into

visualandauditoryrepresentationgndcodesarebrokeninto spatialandverbalrep-

resentationsBy this theory if two tasksdemandseparataesourceon ary of the

threedimensionghentime-sharingbetweenthe taskswill causelessconfusion.For

example,driving a car hasboth encodingand respondingstagesandis visual and

spatial.Listeningto talk radio,on the otherhand,is encodingstage auditoryandver-

bal. The two tasksdiffer in at leasttwo dimensionswhich is why they canbe per-

formedtogethereasily Tuningto a particularradio station,on the otherhand,is a

largely a responseyisual and spatialtask, andis thereforeharderto performwhile

driving without distraction.

Alan Allport, oncea supporterof the multiple-resourceheory now rejectsit and
insteadexplainsthe needfor suchcrosstalkin termsof a needof a single selection-
for-action(Allport 1989) In hisframework, thereis no cognitive resourceghatcanbe
usedup, thuslimiting attention.Instead limited attentionis an evolved trait thatis

designedo ensurea coherenceof behaior whena personis facedwith a comple

ervironment with multiple goals and effectors. Without a focus of attention, he
argues.apersomight startperformingoneactionandshift to anothebeforetheend-
goalis achieved,undoingwhathasgonebefore.A limited attentionregulatesbetween
the two requirementf insuring attentionalengagementwith a task over time and
still allowing for interruptability when necessary

Allport summarizeghe effects of crosstalkbetweentasksas follows (Allport, p.
639)

Thepatternof resultsin... selective-esponseaskscan be
summarizedas follows: (1) Whenthe designatedtarget
stimulusprovidesrelativelythe mostcompatibleinforma-
tion source availablefor encodeinto the representational
domain(semantiacategory, color, name relativelocation,
and the like) neededor executionof the task, then mini-
mal or zeo interferencefrom other lesscompatibleinfor-
mationsourcesis observed(2) In contrastwhentheto-be-
ignored distractor information provides an equally or
even more compatible specification(information source)
for encodinginto the required domain of representation
than doesthe (task-designatedjarget information, inter-
ference— that is, delayin responsgovert crosstalkerror,
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or both—is liable to occur (3) Theextentof interference
will then dependfurther on the availability of other (for
example spatial) cues,enabling effective segregation of
target and nonteget information.

The classicxample of crosstalk between stimuli is the Stroop(®sbop 1935) in (Stroop 1935)

which subjects are asll to name the color ofards written in diferent colored ink. ~ Stroop,J., Studiesof inferencein
Whenthewordis a color word thatdoesnot matchtheink color, e.g.theword “blue” SEe”a"ferba'”la";‘ft'O”ISJO“ma'°f
in yellow ink, subjects are sheer to react or read theond instead of name the calor 1;%?;;6”2?19?;0 oy

By Allport’s explanation, the ta of the word is a better match for the task of speak-

ing anamethanis thecolor of theink, andthereforecrosstalkoccurs.The exampleof

typing from dictation while reading aloud is anotheample of the distractor repre-
sentatiommatchingthetaskbetterthanthe primary stimulus.Whena subjectis asked

to shadev wordsheardin headphonewhile copy-typing,thewordsheardareabetter

fit for thetaskthanthetext to betyped.Thuslittle distractionoccurs Whenthesitua-

tionis reversedreadingaloudwhile dictationtyping), the distractorstimulusis a bet-

termatchfor thetaskthanthe properstimulus,soconfusionoccurs Making theinput

stimuli usedby thetwo tasksmoredistinctcanhelpalleviate confusion For example, (Barr 1981)
Barrandothershave shq/vn thatsubje'ctscanavmd dlstractlorl\(\/henIlstenlngto atar-  po R A How dowefocusour
get and one or more distractor audio streams when the distractor streams @me spoktention2american durnal of
in a different wice, in a diferent earor at a diferent pitch than the tget stream Psydology, 94(4):591-603, 1981
(Barr 1981).

The above theoriesdescribelimits of focusedattention the ability to attendto  3.3.2 Divided Attention
intendedstimuli andtaskswhile ignoring others.The othersideof the coin arelimits
on dividedattention the ability to switch betweentasksor stimuli. Thereis a trade-
off betweerfocusedanddividedattention:the samesimilarity in displaythatmakesit
harderto focuson one stimulusandignorethe othermalkesit easierto switch focus
betweertwo stimuli. This leadsto the proximity compatibility principle, which states
that high display proximity (similarity) helpsin taskswith similar mentalproximity,
andwhereinformationis relatedandneeddo betreatedogetherWickens,p. 98). In
other words, information shouldbe similar in display and structureto partsof the
ervironmentto which the informationis similar mentally and dissimilar otherwise.
For example,military pilots usehead-updisplaysto placeannotationwisually ontop
of enemyandfriendly aircraft. This useof spatialproximity helpslink theannotation
to the object,but canmake it moredifficult to processonly onewithout the other If
aircraftinformationwasinsteaddisplayedn atable,confusionanderrorscouldoccur
if afriendly planehappenedo fly closeto the display entry for a different(enemy)
plane.

Dividedattentionis alsoeasiemhenswitchingbetweertasksdoesnotrequirealarge
shift in the contentsof short-termmemory.This obsenation is obviously the case
when one of the taskshaslow memoryrequirementsFor example,turning on the
light while talking on the phonerequireslittle shifting of memorybecausehe loca-
tion of thelight switchcanbe seenit is knowledgein theworld. However, finding an
object or readingemail while on the phonerequiresmore swappingof short-term
memorybetweentasks,andthe phonecorversationwill probablysuffer. Short-term
memoryalsorequireslessswappingif the two taskssharesimilar mentalmodels,or
schemalor example,several schemawill be sharedby tasksthatrelateto the same
generaltask or subject.This relatesback to the proximity compatibility principle.
Miyata and Norman describes the situation as\ialMiyata 1986).
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(Miyata 1986)

Miyata, Y. and D. Norman, Psy-
chological Issues in Support of
Multiple Activities, inUser Cen-
teredSystenesign Normanand
Draper (eds.), 1986, pp. 268, 270

3.3.3 Implications fer
JITIRs

Becauseof a person’s limited processingand memory
capacity onesuspendsvork on currentactivity at the risk

of losing tradk of the current activity by failing to resume
the work wheee it wasinterrupted....It is obviouslydiffi-

cult to maintain a task-drivenstate in the presenceof

external eventsirrelevant to the main task. Task-driven
processingcontinuesvhenthe processings dominatedoy

the sbiemas elevant to the activity

Finally, when dividing attentionbetweenseveral visual information sourcespeople
usementalmodelsof probabilitiesof eventsto help guidetheir sampling.For exam-
ple, airline pilots will glanceat rapidly changingdisplaysmore often than slowly-

changingdisplaysbecausehe probability that the display hasmoved becomeshigh
more quickly (Wickens,p. 78). Suchbehavior fits nicely into the accurag-benefit
framework described in Sectidh1.2.

JITIRs need to allw a person to focus his attention on his primary taskalso to
divide his attention between the primary task and the informatiosde by the
JITIR.

To make focusedattentioneasiera JITIR shouldusedifferentmodalitiesor channels
thanare usedby a person$ primary task. This choiceof the lesserusedchannelis

especiallyimportantwhenthe primary taskis demandingFor example,Jimmiry is

designedo give informationto a personashe engagesin corversationor listensto

lectures.In theseenvironmentsthe auditory modality is primary, so Jimmiry usesa

visual display for output.

It is alsoimportantthat suggestednformationis not linked to partsof the erviron-
mentto whichit is not relevant. For example,if aJJITIR is giving informationrelated
to atext-editor, the displayshouldnot be nearthe web browser nor shouldit have a
color schemeor layout that associatest with the web browser Doing so would
encourageheckingthe JITIR outputat timeswhenthe suggestionsirealmostguar-
anteed not to be related to the current task.

On a related note, it is important to be able to distinguish a suggestion fromithe en
ronment. IBr example, it must be clear that a suggestion on a web page comes from
Margin Notes and is not actually a part of the original web page beingdi€One
method is to insure that suggestions appear out-of-bandgorde in a separate
window or differentmodality Anothermethodis to insurethatsuggestiontook noth-

ing like the user's other corteFor example, annotations in an augmented reality
system are ner mistalen for the real wrld because the resolution of computer
graphics is not yet high enough. The third method is branding: insuring that annota-
tions hae a unique look and feel that sets them apart and identifies them as output
from the JITIR. For example,annotationgould usea differentfont, color, locationor
modality than the information being annotated.

To malke divided attention(taskswitching)easiera JITIR shoulddisplayinformation
in away thatis congruouswith the partsof the ervironmentto which it relates.For

example,it is likely easierto look at suggestionérom anemailarchive whenreading
or writing email becausehe two formatshave the samementalmodel. Similar map-
pingsbetweersuggestiorandthe context to whichit is relevantcanbe achiezed with

color andfont. Probablythe mosteffective way to link informationis to usespatial
proximity: putinformationnearwhatit is about.In the Remembrancégent,the sug-

54



gestiondisplayis in a buffer within the editorwindow ratherthana separatavindow.

This links the RA with the particulartext beingeditedandkeepsit from beinglinked
with otherapplicationsrunningon the desktop.In Margin Notes,annotationappear
to theright of the paragraplor sectionto which they relate.Moving the scroll barin

the web browser moves the annotationsas well, increasingthe mental linkage
between the ta.

TheMargin Notesexamplerevealsanothetuseof spatialproximity: it canindicateto
which partof auser'scontet asuggestiors relevant. Evenif aperson'sull context is

constrained to a single web page, it should still be apparent whether a suggestion is

relevantto asingleparagraphasection,or theentirewebpage Spatialproximity is a

good vay to indicate this information, although when this is not possible the indica-
tion can still be by fiat, e.g. by declaring that suggestions are chosen based on rele-

vance to the whole bodgr by indicating the scope of reéce in the suggestion
some other ay.

With properdesigna JITIR canallow a personto bothfocuson his primarytaskand
still divide attention betweenthe JITIR and the primary task when desired.The
dividedattentionis madeeasietby thefactthatthe subjectof providedinformationis

relatedto the persons currentcontet, and presumablyto his primary task. While

attendingto a JITIR doesrequire a shift of focus, it doesnot requirea complete
changeof subjectcontect or the mentalschemahatarealreadyin working memory
The properinterfacewill createsimilarity in informationdisplaywhenthosepartsof

thetaskandtheinformationsuggestethase similar mentalschemgthatis, whenthey

dealwith the samesubject).For example,a JITIR’s displayshouldbe collocatedwith

the applicationto which it relates.Similarly, the informationshouldbe easilydistin-

guishedfrom partsof the taskervironmentto which the informationdoesnot relate.
Finally, informationshouldalwaysbe easilyseparabldérom the surroundingerviron-

mentwhenthetaskenvironmentis especiallydemandingon one’s attention asis the
case with Jimmin

Finally, it shouldbe notedthatthe amountof attentionspentvisually scanningJITIR
suggestionsvill dependon the expectedlik elihoodthat the agentis shaving useful
information. This probability will dependon previous performanceif in the pastthe
agentrarely shaved usefulsuggestionshenit will receve lessattention.Of course,
usagepatternswill alsochangebasedon the specifictask.For example,if a personis
writing abouta subjectthatheknows s in the agents databaséewill be morelikely
to scanthe suggestiongor somethinguseful. The relative attentionto the agentwill
alsodependon the costof scanningif the costfor divided attentionis high thenthe
agent will be scanned less often.

Therearetwo placesthatknowvledgecanreside:in the heador in the world. Knowl-

edgein the headis information known by the user This can be memoriesof past
events,knowledgeabouthow the JITIR operatesor knowledgeabouta certaintopic.
Knowledgein theworld is informationthatis in the environmentof the primarytask,
e.g.thetext currentlybeingwritten or readandthe way theinformationis displayed.
Knowledgein theworld canbesubdvidedinto knowledgethatis alreadyin theworld

(e.g.in the users primary task environment)and knowledgethat is explicitly con-
veyed by the JITIR.

To understandhe contentsof a suggestioror documenta personusesinformation
from all three sourcesthe head,the primary task ervironmentandthe JITIR. For
example,saya personis usingMargin Notesto reada web pageaboutSouthAmer-

3.3.4 Knavledge in The
Head and in The Wirld
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ica, usingherown email archvesasa databaseNext to the sectionon Peru,Margin
Notesdisplaysemail from a friend of herswith the subjectline “My trip report; her
friend’s usernameandthe datesent.From this minimal informationsheremembers
thatherfriend hadvisited Peruthe previous Summey andrecognizeghatthis is the
emaildescribingthetrip. All threekinds of knowledgeareat work in understanding
and contectualizing the suggestionsummary The first and most importantin this
exampleis knowledgein the head:her memoryabouther friend’s trip. Becauseshe
recognizedher friend’s email andrememberghat her friend wasin Peruaroundthe
dateindicated,that memorycorveys a large amountof informationnot containedn
the suggestionline itself. Secondis knowledge in the primary task ervironment,
namelythe fact that the suggestions next to a sectionof the web pagedescribing
Peru. This gives further indication that the suggestionis aboutPeruand not some
othertrip. If the suggestiorwereinsteadnext to a sectionof a pagedescribingGer-
mary, shemightassumeheemailwasadifferenttrip reportsentby herwell-travelled
friend. Finally, the text of the suggestioritself cornveys information,namelythe per-
son sending the mail, the date, and et that it rgards the subject “my trip repdtt.
If sheplacesthe mousepointerover the suggestiorshewill also get the keywords
contained in both this suggestion and in the section annotated.

To minimize the cognitive and perceptuaload requiredto interpreta suggestionthe
interfaceto a JITIR shoulduseknowledgein the headandknowledgein theworld as
much as possible.In the example above, the fact that the friend’s trip report had
alreadybeenseenmadeit mucheasierto guessatthe contentsof the suggestedocu-
ment,andpresumablyto interpretthe informationin the correctcontet. If theinfor-
mation in the databasehas not beenseenbefore, as would be the casewith the
INSPECdatabasesnowledgeaboutthetopic or databaseanstill beusedto interpret
a suggestionFor example,if a suggestiorfrom the INSPECdatabasdroughtup a
paperentitled“Statisticalanalysisof the populationof Lima,” theusers knowledgeof
Peruwould be usedto understandhat Lima is the capital. Furthermorethe users
knowledgethat Margin Noteswasdrawing from the INSPECdatabasevould allow
theuserto assumehatthe suggestions anabstracfor atechnicalpaperandnot, say
awork of fiction or atouristguidebookentry. Whenneitherthetopic nor the contents
of thedatabasés well known by the user theinterfacefor the JITIR musttake onthe
burdenof providing moreinformationin a suggestiorsummaryto allow the userto
interpret it properly

3.3.5 Ramping Interfaces  Three assumptions can be made about suggestions produced by a JITIR. ¥irst, the
will never be useful one-hundred percent of the timenBwith perfect information
retrieval there are times when a user does rattwnore information, or is already
suffering from informationoverloadandcannotbedistractedurther. Secondtheuser
is in the best position to determine if a particular suggestion will be useful, assuming
she is gien a information about the contents of the suggestion. Fittaact of
determining whether a suggestion might be useful is in itself a distraction and pro-
duces cognitie load. Assuming suggestions are at least occasionally useful this cost
is acceptable,ui the cost ofdlse positres should still be minimized.

Onedisplaytechniques whatthis thesiscalls a “ramping interface; whereinforma-
tion is corveyed in stagesEachstageof a rampinginterfaceprovidesa little more
information,at the costof requiringa little moreattentionto readand understandt.

Theideais to presenusefulinformation,while atthe sametime allowing a personto
detectbadinformationandbail out asearly aspossible.Stagescorvey two kinds of
information: contentandinformationaboutthe content.Early stageswill mostlikely
convey moreinformationaboutthe content,including summarylines, keywordsthat
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led to a suggestiorbeingmade,anddatesrelatedto the document.This information

might beusefulin its own right, but it is morelik ely thatit will beusedto evaluatethe

benefitsof looking at the informationcorveyedin later stagesLater stageswill pro-

vide informationthatis likely to be directly valuable(i.e. the documenttself). The

only exceptionto this transitionfrom information useful for settingexpectationgto

informationvaluablein its own right is whenthe JITIR is usedin a high-cognitive-

load ervironment. For example,Jimmiry is often usedin corversationswherethe

usercanonly processa few wordsfrom the head-mountedlisplaywithout seeming

distractedln this situation,it is expectedthatmostof thetime the single-linesugges-

tion is the final stageachiezed. The main usethereforecomesfrom the suggestion ~ (Sawhney 1999)

lines remindingthe userof an event or pieceof information. The full documentis ~ S&Vhn®. N. and C. Schmandt,
. L . . . . Nomadic Radio: Scalable and

only retrieved whenmoredetailis required,or in lesservironmentslessdemanding - ptetual Notificationfor Wear-

thancorversationse.g.lecturesituations. Rampinginterfacesaresimilar to the con- able Audio Messaging. IRroc.

ceptof dynamicscalingusedby the NomadicRadiosystem(Sawhney1999) which of CHI'99, 1999

is described in Chaptér2.2.

The rampinginterfacetechniqueboth reduceghe costof falsepositvesandreduces
the effort requiredto retrieve just a pieceof the suggestednformation.As described
in Section3.1.4,introducinginformationin low-coststagesearly on allows the user
to quickly check whether somethinguseful is being suggestedeven when the
expectedbenefitis low. If the information suggesteds valuablethen expectations
change and the user will access more information through later stages.

In a rampinginterfacethe usershould always be able to get more information by

goingto the next stage andthe actionrequiredto getto thatstageshouldbe propor-
tional to the amountof information provided in the currentstage.It should only

requirea simpleactionsuchasreadinga a few wordsfor a userto goto early stages.
Later stagesmight require the userto click on an icon, trading off simplicity for

increaseatontrolof whatinformationis displayed Notethatstagesrenot definedby

displayactionstakenby the JITIR, but ratheraredefinedaspiecesof informationthat
can be individually processedy a user For example,a display that shavs a large

bold-facedtitle followed by supportingmaterialhastwo stagesbecausea readercan
easily processeach chunk of information separatelyand use that information to

decidewhetherto readfurther Evenafully renderedvebpagemight containseveral

stageof arampinginterface(title, headersetc.),assumingeachstageis alwaysdis-

playedin thesameocationandformatsothe usercanknow whereto look for therel-

evantinformation.In this way, a rampinginterfaceis similar to the invertedpyramid

usedin journalism,wherea newspaperarticle is always corveyed in the stagesof

headline lead sentenceand main paragraptwith the detailsfollowing in the main

body.

As an illustration, the ramping intade in Magin Notes verks as follavs:

TABLE 1. Stages of the Magin Notes ramping interface

Mouse-wer
(keywords)

Read note
(topic)

No action Peripheral Histogram click, read

(agent decides) (note «ists) | (relevance) (document)
Thefirst stagecouldbereferredto astheno-action no-informationstageln this stage
it is Margin Notes,not the user thatdecideswhetherinformationis available.If the
systemdecideghattheinformationthatmight be suggesteds not worth the potential
distractionthenit doesnot annotateleaving the maigin blank. Thereareseveral rea-
sonsa sectionmight not be annotatedFirst, the mostrelevantdocumenimay still be

belov therelevancethresholdrequired. Thesectionmayalsobetoo smallto annotate,
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or thedocumentasa whole might betoo small. At thisfirst stagetheinputis simply
apassve sensowatchingthe user'sactions.No useractionor attentionis requiredto
shav the JITIR whatto do. The outputat this stageis potentiallynothing:the JITIR
simply passes the HTML to the lwser and continues.

If anannotationis displayedthe userwill seeit in her peripheralvision. Noticing a
suggestionis a small perceptualand cognitive load, and gives a small amountof
information (namely the factthatan annotationexists). The smallloadis in keeping
with the philosoply thatthe effort requiredto jump to the next stageshouldbe com-
mensuratavith the amountof work or attentionrequiredby the currentstage At this
pointtheusermayignorethe suggestiorentirely, andtheinteractionhascostnothing
more than some screen real-estate arehaminor cognitre load.

If shewishesto goto the next stage shecanquickly view a graphicalline of filled-in

circlesindicating the relevancevalue for that suggestionTo do this the usermust
actively move herfocusof vision and procesghe graphics(a perceptuaprocess)in

earlierversionsa two-digit numberwas usedto indicaterelevance.While the same
informationwasavailable,it wasmoredifficult to find andprocessjuickly. Therele-
vancebar, ontheotherhand,only requiresperceptuaprocessingo determineherel-

evance of a suggestion.

The next stageis reachedoy readingthe suggestiordescriptionwhich requiresfur-
ther attentionon the part of the user Informationin the annotationis as conciseas
possibleto allow rapid scanningfor content.The box also containsmary different
kinds of informationto try to contextualizethe suggestionFor example,whenemail
is displayedthe box containssubject,author dateand archive filenamein the hope
that at least one of these will be a good indication of what the suggestion is about.

The usercangetto the fifth stageby moving the mouseover the annotationwhich
causeshekeywordsassociateavith the noteto appeatn a pull-down window. Going
to this stagerequiresphysical action by the user (a mouse-oer). While keyword
informationcould have beenincludedin the original suggestior{reducingthe system
to afive-staga@ampinginterface)it wasdecidedthatthis informationmadethe anno-
tation too cluttered.

To jumpto thefinal stage the userclicks onthelink andgetsthefully suggestedext.

At this point sheis completelycommittedto seeingthe text, andhasbeendistracted
from her primary task. Hopefully if the usergetsto this point the suggestedext is

worth the attention spent.

Note thatthe actionsrequiredto go throughthe stagef the Margin Notesramping
interfacein orderarealsothe naturalactionsto getmoreinformationin the context of

web-bravsing. The userseesa link, readsit, movesthe mouseto thelink andclicks.
This allows the userto jump to the full suggestionquickly, while still seeingall

stageslt is alsopossibleto skip stagesn theramp.For example,the usercouldread
a suggestiorandimmediatelyclick to seethe full documentwithout ever readingthe
keywords.lIt is alsopossibleto leave a stagehalfway through.For example,the user
mightreada suggestiorstitle or evenjust partof thetitle andneverreadtheauthoror
date fields.

Whendesigninga rampinginterfaceit is alsohelpful to considerat whatstagea user
is likely to receve the information he needs.In the Margin Notes system,it is
assumedhat mostof the time userswill receve informationfrom thefull suggested
text, but that occasionallythey will be remindedby the suggestiomote itself and
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never needto follow thelink. On the otherhand,a JITIR designedor a caror other
attention-demandingrvironmentmight be designedsuchthat usersnormally need
not go past the first stage of a suggestigoept in special circumstances.
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cHaPTER 4  lmplementation
Details

God is in the details.
— Ludwig Mies van der Rohe

This chapter will describe the design and implementation detailsvahSg@he infor-
mation retrigal back-end), the Remembrance Agent, gitaNotes, and Jimmyn It

goes into enough detail to act as both a user guide and documentation for modifying
or reimplementing the systemsrkhigh level descriptions, see Chapter

All three implemented JITIRs use the same back-end system, caliaot.SEhe 4.1 Saant: The
front-end senses thewwronment (that is, the document or email being written, the Information-
webpagebeingviewed,or the physicalervironmentof thewearerof awearablecom-  Retrieval Back End
puter) and sends that information irttéorm to Saant as a “querySavant then
worksasaninformationretrieval engine:givenaqueryit producesrank-orderedist

of pre-indexeddocumentshatbestmatchthequery Savantconsistf two programs:

ra-retrieve performs information retri@l based on a querwhile ra-index creates

index files so retrieal can be performed quicklindexes can be created from gener-

ally useful sources such as a collection afisaper or journal articles,ganization-

wide collections such asfafe memos, or from personal sources such as email and

notes Previousversionsalsoallowed pagego beindexeddirectly from theweh Doc-

uments are usually re-ingked nightly to incorporate mechanges and additions.

The paver of S@ant comes from a strong template-matching system that can recod-1.1 Bmplate Matbing
nize documents, parse out fields, and automaticallkitttedocuments based on

their component fields.df example, if pointed at a topyel directory of heteroge-
neoudilesit will recognizeandparseemailarchives,HTML files, LaTeX files, notes

taken on the wearable computpaper abstracts from the INSPEC database, and ra
text while ignoring otherfile formats.It will alsobreakemailarchivesinto individual
messages. This parsing means xilg can be performed completely automatically

with no hand annotation or labelling of documents necesBé#fgrent fields from
documentareidentifiedandindexed separatelyFor example thefrom field of email
archivesareindexedaspeoplewhile thetitle fieldsof HTML document@andthe sub-
jectfieldsof emailmessageareindexedassubjectsThetemplatesystemis alsoused

for queries, so fields can be parsed out of email as it is being written or web pages as
they are being read.
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(Siever et al 1999)
Siever, E., et al.Perl in a Nut-
shell 1999, p. 63-70

As of the mostrecentversion,templatesare definedin Savant’s sourcecoderather
than a configurationfile, but are designedto be easily modified or addedwith a
recompilation.For example, Figure10 shavs the templatefor parsingan RMAIL
type email archie:

FIGURE 10. Example template codedr Savant

[FHRFRR kR AR KRR KR KRR XS |
[*  RMAIL archive template */
[FHRFRR kR AR KRR KR KRR XS |
current_template = create_template(
(1: Name) "RMAIL",
(2: ID Regexp) "BABYL OPTIONS",
(3: Delimiter) "N AL
(4: Action) ACCEPT_ACTION,
(5: Type) INDEX_TYPE);
atfn(
(6: Field Name) "SUBJECT",
(7: Field ID Regexp) "Subject:\s*(.*?\n)\S",
(8: Parentheses Chosen) 1,
(9: Filter Bank) email_subject _filter,
(10: Field Weight) 1,

(11: Field Title Length)

90);

atfn("BODY", "\n\n(.*)$",1,
email_body filter,4, 0);

atfn("PERSON",
"From:\\s*(.*?\n)\S", 1,
email_from_filter, 1, 50);

atfn("DATE",
"Date:\\s*(.*?\n)\S", 1,
NULL, 1, 40);

In this xkample, the first fie lines define the template structure itself:

. The name of the template is “RMAIL.
. An RMAIL file can be identified because it contains tlerds “BABYL

OPTIONS” in the headeT his string can be grPerl-style rgular expression
(Siever 1999)that matches within the first 500 characters of a file of the desired

type.

. RMAIL files cancontainmary individual emails;eachareseparatety thedelim-

iter control-underscore, control-L.

Individualfiles canberejectedbasedntheirtype usingtheactionparameter~or
example, both Postscript and PDF file types are rejected, while RMAIL files are
accepted.
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5. Templates can be either for indleg or for queries, as determined by thpe
parameterindex templates are used bg-index to identify files and break them
into fiends to s& to disk. Query templates are used&yetrieveto parse a per-
sons current evironment into fields for comparisonaigst pre-indeed docu-
ments.

The next four commanddefinefields that exist within the RMAIL template.Fields
areindividual datatypes,eachwith its own datarepresentatiorindexing methodand
similarity metric. Fields will be discussed further in Sectiah 3.

6. Each field is added by name with the “add template field name” macro. Possible

field types (e.gbodyor subjecj are defined earlier in the template system.

7. Thefield nameis followedby a Perl-styleregularexpressiorthatis usedto match
the text contained in a particular fieldoFexample, the subject field is identified
by the leyword “Subject” folloved by a colon and zero or more spaces, i@
by text. Theendof thefield is a carriagereturnfollowed by non-whitespaceThis
definition describes the standard format for subject lines in email.

8. Thenumberfollowing theregularexpressiorindicateswhich setof parentheseis
theregularexpressiorcontainghedesiredext. In this casethefirst (andonly) set
of parentheses matches the subject line itself without the “Submetibkd.

9. The net agument points to a set of filters that will be applied to the field data.

This set of filters is defined earlier in the template system, and will be described

shortly.
10.Next is the bias (weight) for this field in the reta process. In the case of

RMAIL, the body of the message gets a bias of four while the other fields get a
bias of one. Biases associated with query-type templates can be modified by the

front-end, biases associated with an iztige template can not.
11.Thefinal numberidentifiesthe maximumnumberof characterérom thisfield that

get s@ed to disk and sent to the front-end (90 in the case of the RMAIL Subject

field).

The templatestructurecan currently parsefields of typesbody location, date time,
day, subjectandperson The following templatesare currentlydefined,with the fol-
lowing associatedields. Default biasesare listed in parenthesiqiext to the field

name.

RMAIL: RMAIL email archve format

person(1): who the email is from
subject(1): subject line for this email
date(1): when this email as sent
body(4): main tet of the email

Unix email archive: Standard Unix-style format for email arebs

person(1): who the email is from
subject(1): subject line for this email
date(1): when this email &s sent
body(4): main tat of the email
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Athena email archive: Email format used by the MIT Athena system

e person(l): who the email is from

* subject(1): subject line for this emalil
e date(1): when this email as sent

* body(4): main tet of the email

Boston Globe Format for theBoston Globerchive used at the Media Lab

* person(1): author of the article
* subject(2): title of article

* date(1): when article ws written
* body(2): main tet of article

MIT Tedh newspaper:Format for articles of th#IT Tech

* subject(): title of article
* date(1): when article ws written
* body(1): main tet of article

HTML: HTML format

* person(l): email address(es) inyatmailto” fields
* subject(1): title of web page

* body(1): main tet of web page

Jimminy: The format used by Jimmyrfor notes ta&n on the wearable

* location(1): ptysical location in which the noteas talken

* person(l): people who were nearby when noteswvritten

* subject(1): subject of note

* date(1): date note as talen (based on timestamp)

* time(1): time the note as talen (based on timestamp)

* day(1): day of the week the noteas/talen (based on timestamp)
* body(1): main tet of note

Edupage archive: Format used by thEdupaye news clipping archies

* subject(1): headline for the mes summary
» date(1): dateline for the mes summary
* body(1): main tet for nevs summary

LaTeX format: Format for writing page layout and technical papers
* subject(1): title of the paper
* body(1): main tet for the paper
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INSPEC: Format for compilations of citations from the INSPEC database
* person(1l): author(s) of the paper cited

* subject(): title of paper cited

* date(1): date of publication for paper cited

* body(4): abstract for paper cited

ACM: Format for citations in th&CM Electonic Guide to Computing Litature
* person(1): author(s) of the paper cited

* subject(1): title of paper

* date(1): date of publication for paper

* body(1): title and lkeywords for paper (this database does not include abstracts)

Plain text: Normal, unrecognized xé (the deéult)

* body(1): the full text of the document
The following file types are rejected and not irde:

Postscript: The Postscript document formatting language

Framemaker: Files for FrameMadr desktop publishing

PDF: Adobe Acrobat PDF format

HQX: The Macintosh HQX compressed-file format

RCS-control: Control files for RCS srsion control system

Binary: Any binary (non-tgt) file is automatically rejected

The previous templatesare all usedto recognizeand parsefiles beingindexed The
following templatesaredefinedfor recognizingandparsinga userslocal context dur-
ing retrieval:

RMAIL: RMAIL being read, as formatted by the Emacs rmail-mode reader

e person(1l): who the email is from

* subject(1): subject line for this emalil
* date(1): when this email &s sent

* body(4): main tat of the email

Mail: Email being written, as formatted by the Emacs mail-mode

e person(l): who the email is from

* subject(1): subject line for this emalil
* date(1): when this email as sent

* body(1): main tet of the email
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GNUS: Net nevs being written or read, as output by the Emacs GNWS neader
* person(1): who a ness posting is from

* subject(1): subject line for this mes posting

e date(1): when this messageaw posted

* body(1): main tet for this nevs posting

Mar gin Notes:Single sections of HTML pages, as returned bydifaNotes

* person(l): email address(es) inyafmailto” fields

* subject(1): title of webpage or thetext in amainheadel(H1) or sub-headeH2)
* body(5): main tet of web page section

HTML: HTML being written, as returned by the Emacs html-mode
* subject(1): title of web page being written
* body(1): main tet of web page being written

LaTeX: LaTeX format file being written, as returned by the Emacs-atede

* subject(1): title, section or subsectiortef the paper being written
* body(1): full text of the document

Jimminy context format: Format Jimmily uses to xpress the uses’local contet

* location(1): users current phsical location

* person(1l): people currently nearby

* subject(1): current subject of coarsation (as entered by user)
* date(1): current date (based on system clock)

e time(1): current time of day (based on system clock)

* day(1): current day of the week (based on system clock)

* body(1): text of ary note currently being written

RA manual query: Format used by the RA txpress a manual query (C-c r q)

* location(1): location field for query

* person(1l): person field for query

* subject(1): subject field for query

e date(1): timestamp for query

* time(1): time of day for query (based on timestamp)

* day(1): day of the week for query (based on timestamp)
* body(1): body field for query

RA field query: Format used by RA toxpress a field query (C-c r f)

* Jocation(1): location field for query
e person(l): person field for query

* subject(1): subject field for query

* date(1): timestamp for query
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* time(1): time of day for query (based on timestamp)
* day(1): day of the week for query (based on timestamp)
* body(1): body field for query

Plain text: Any text currently in the uses’local contgt (default)

* body(1): text being written

As mentionedn Section3.2.7,JITIR queriesendto containextraneougiecesof text

suchassignaturdinesandemailheadershatarenot usefulfor retrieval. Indexeddoc-
umentswill likewise have HTML markupand headerghat will dilute the value of

importantdatawhenselectingdocumentsTo addresshis problem,eachtemplatecan
associata filter bankwith eachfield. A filter bankis anorderedist of Perl-stylereg-
ular expressionghatmatchtext thatshouldbe removedfrom thefield beforeparsing.
For example filters associatedvith the email bodyfield recognizeandremove email
signaturelines, headersrom includedfiles and commonlines suchas “Begin for-

wardedmessage.Filters associatedvith the email personfield remove all informa-
tion exceptfor the username,while filters associatedvith all fields in the HTML

template remee hypertext tags and comments.

Fieldsareabstractlatatypesthatspanacrosdifferentkindsof documentskor exam-
ple, HTML documentandemail canboth have a subjectassociatedvith them,even
thoughthe subjectis the “Subject” line in emailandthe“Title” field in HTML. Cur-
rently definedfields are body location, date time, day, subjectand person Earlier
versionsof Savant useddate time andday in indexing andretrieval, but the latest
versiondoesnot. The latestversiondoesstill supportusingthe datefield asa partof
the data returned and displayed whennshg a suggestion line or annotation.

Thisfield structureallows Savantto take advantageof multivariatequeriesanddocu-
ments.For example,in email sometimesa documentassociatedvith the senderis
useful,othertimesa documentelatedto the body of the emailis useful. Savantcan
produce documents related to either or both fields.

Eachfield is associatedvith six methods:parsey deparserindex-store, next-word,
update-simsandfree-parsed.Thesemethodsdecomposé¢he indexing andinforma-
tion retrieval processnto abstracstepsNew datatypescanbe addedby implement-
ing thesesix methodsfor the particulartype. For example,a collaboratorat British
Telecomhasimplementeda field type thatindexes Global PositioningSystem(GPS)
coordinatesThe decompositiorof indexing andretrieval alsomakescodereusesim-
ple. For example,it is possibleto changethe text-retrieval algorithmandweighting
scheme by writing a meupdate-sims moduleubreusing all other modules.

FIGURE 11. Parser

void *parser (char *fielddata, Field *self,int dochum)

Parse a field fom an indged document ordm a queryTurn it into madine
readable format.

1. In anobject-orientedanguagehesewould beimplementedastrue methodsBecause&avantis written
in C, they are implemented using function pointers.

4.1.2 Hlters

4.1.3 Relds
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fielddata: a string of data for a field as it comes from the document (after filter-
ing). E.g. the na text from the body of an email message.

self: thefielditself. Thiscanbeignored,or canbeusedto encoddlifferentfields
differently E.g.in text thetypenumencodeghefield typesoBODY text is never
compared with SUBJECT xe

docnum: the document numherhis is a serial numbeone per doc.
RETURNS: a pointer to some machine readable structure used by deparser

index_store hextword, andcleanup_parsed-heformatof this structuredepends
on the particular kind of field.

FIGURE 12. Deparser

GBuffer *deparser (void *parsedata, Field *self)

Take field dataoutputfromthe parserandturn it into printabletext. Thisis used
for delugging and user feedbkc

parsedata:a pointer to parsed data. This is of the type returned by parser
self: the field itself.
RETURNS: a GBufer (grovable string type) containing human-readabit te

representing this parsed field data. This is mainly used fargdéty strings
(printed with the -d option).

FIGURE 13. Index-store

void index_store (void *parsedata, char *dbdir,
int last_write_p)

Take field data output @m the paser and stae it to disk.

parsedata:a pointer to parsed data. This is of the type returned by parser
contains the info to be inged.

dbdir: a string containing the fullyxpanded directory name of the ixddes.
Thisis thedirectorywhereall thefiles shouldbewritten. Temporaryscratchiles
can be written here as well, thoughytishould be deleted after the final write.

last_write_p: this is set to one if this is the final write. This lets the procedure
know it is time to closefiles, meige checkpoinfiles, deletescratchfiles, andper-
form other cleanup.

RETURNS: nothing. Havever, this function should write this field info to disk
in whatever format is most suited for lateast retrigal.
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FIGURE 14. Nextword

void *nextword (void *parsedata, int reset_p)

An iterator: Take field data output &m the paser and eturn the ngt “word”
from the pased output. \&d is loosely defined as a single elemert, &single
word, GPSlocation,date person'sname etc.Networ is only calledon a query
field during etrieval, not on indeed document fields.

parsedata:a pointer to parsed data. This is of the type returned by parser

reset_p:if reset_p == 1, start with the firstond of this parsed data. Otherwise,
returnthe next one.Nextword is responsibldor keepingit's own place(via static
memory presumably).¥s, it's icly, but it works.

RETURNS: The word type includes aninformation that might be needed by
the retrizal system, e.g. ard weight, machine readablergion of the wrd,
normalization info, etc. The evd might also contain a human-readatdesion
of the word, for filling into the top contriltors leyword list by
update_sims_wrd. The return alue is used by update_simng during
retrieval. Return NULL when there are no moredhas’

FIGURE 15. Update-sims-vord

void update_sims_word (void *word,
Remem_Hash_Table *all_sims,
Field *field,
Retrieval_Database_Info *rdi)

A procedue that talkes a wod at a time and updates (adds to) anagrof docu-
ment similarities. This picedue can be any algorithm so long as it can handle
updating a document similarity one wicait a time without seeing all the other
words. (This is in the intest of speed. If an algorithm actually needs global
knowledg, like say the length of a query or document for normalization, the
information can be squielled away either in the inddiles format for this type
or in the value eturned by neword.) Called during queryatrieval, not inde-

ing. Update_sims_wdralso needs to update thepl Contritutors list, whid
contains the similarity and printname of @agor that contriluted the most to
choosing eale document.

word: the single wrd that is potentially adding weight to a document. Of the
type returned by naword.

all_sims: an array of similarities, inded by docnum.Similarities include an
arrayof “top contrikutors”to adocumenbeingchoser(usedfor userfeedbaclof
why this document as chosen).

field: This is the field of this data (and can be ignored if not needed).This might
be useful to grab other function pointers.
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rdi: Document info that might be useful to an information-reali@lgorithm.
This can include information such as total number of documents and the
expanded path for the inddiles so thg can be opened.

FIGURE 16. Cleanup-parsed

void cleanup_parsed (void *parseddata)

Free all the memory allocated by the gar outineThis is necessary because C
doesnt garbage collect.

parsedata:a pointer to parsed data. This is of the type returned by parser
RETURNS: nothing.

The currently definedfields usethe following versionsof the six proceduredisted
above:

Bodyand Subject:

* parse-tet: aparseithatbreakgext into words,throwvs out“stop” wordsfrom alist
of common verds, and stems thosewmis using the Porter stemmer described in
Section4.1.6.

* depase-tt: a deparser that turns the machine-readable term into a printable
(though stemmed) ovd.

¢ index-stoe-text: an indeer that stores wrds contained in documents in an
inverted file structure

* nextword-text: an iterator that returns thextavord from a parsed evd vector

* update-sims-wal-text-okapi: a similarity update procedure that uses the Okapi
weighting scheme described in Sectibh.6.

* free-pased-tat: a procedure that frees the memory allocatquhine-text

Location and Person:

* parse-text-nostopstemparse tet into individual words, lut dont remove stop
words or stem the ovds. Stemming is not performed because locations are often
textual descriptions of room numbers such as “E15-305d” that are not cemduci
to being stemmed by algorithms thapect normal English ards.

* depase-tet
¢ index-stoe-text
e nextword-text

* update-sims-wal-text-tfidf: a similarity update procedure that uses TF/iDF with
the alternatie (non-Okapi) weighting scheme described in Seetiarb.

* free-pased-tat

Date, Time and Day: Thesefieldsarenotindexedin thelatestversionof Savant.Pre-
viousversionsuseda date-specifiparserdeparserandupdate-sims-ard, but reused
index-stole-text, nextword-text, andfree-pased-tet becausalateswere storedin the
same inerted file structure used forxte
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Indexing is performed bya-index with the folloving syntax: 4.1.4 Index Algorithm

ra-index [--version] [-v] [-d] [-S] <base-dir> <sources>
[-e <excludees>]

The -v option gives verbosedescriptions-d is delug mode, -s indicatesto follow
symboliclinks. The <base-dir> is the directorywhereindex files areput. Thisis fol-
lowedby <sources>, alist of top-level directorieghatareto be scannedor indexable
files. Subdirectoriesare recursvely scannedDot-files and Emacsbackup-filesare
ignored.Theoptional<excludees>argumentlists directoriesandfiles thatshouldnot
be indexed. The inde algorithm is as follars:

Identify files for indexing. The directorieslisted in <sources> are scannedecur-
sively and a list of all applicable files is created.

For ead file:

Recognize file typelf the file is binary it is discarded (files with more than 5%
unprintablecharactersn thefirst 2K areconsideredinary).Otherwiset is com-
pared to each defined template type, in qraletil a match is found. The final
template “plain tet” matches all documents. If the action type for the matching
templatas “REJECT"it is discardedNotethatafile is recognizedasedentirely

on its content, not by file-nam&tension or location.

For eath document in the file:

Find the next document within the file.Somefiles (e.g.HTML) have only
onedocumentOtherssuchasemailarchie files, have mary separatelocu-
mentsperfile. Individualdocumentarefoundusingthedelimiterparameter
of the files template, which marks the point between documents.

Find fields. Find the contents of the fields that are defined in this fiéeh-
plate, using the templatefegular expressions.

Filter fields. Run each field through its associated bank of filters. Continue
to apply filters, in ordewntil either the tet does not change or there is no
text remaining.

Parse fields.Parse each field using its field-specific paraed store the
machine-readable output.

Write document information to disk. This stores tw kinds of informa-
tion. First, it stores filename and's#t information to a document-locations
file. Second, it stores title information that is used as output when a sug-
gested document is sent to a JITIR front-end.

Store parsed field dataStore each parsed field using the field-specific
index-stole method. Often the storing procedures will use scratch files to
avoid running out of RAM while indéng large corpora.

Clean up parsed dataFreememoryallocatedby theparse-fieldstepusing
the field-specific clean-up method.
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4.1.5 Retrieval Algorithm

Finalize writes to document filesThis step finalizes writes to the document-
location and title files, and closes the file.

For ead field defined:

Finalize field writes. Call the ind&-store method for each defined field,

with thelast-write-pvariable set to indicate this is the clean-up phase. This

allows field-specific procedures to close their files and possible gemer
scratch files that lva been written to disk.

Retrieval is performedby ra-retrieve. Thefunctioncanbe executedmanually(usually
in verbosamode),but usuallythe programis calledandcontrolledby the JITIR front-
end. The program is called with the fellmg syntax:

ra-retrieve [--version] [-v] [-d] <base-dir>
[--docnum <docnum>]

The -v option gives verbosedescriptions;d is delug mode.The <base-dir> is the
directory whereindex files are kept. Calling with the --docnumoption makes ra-
retrieve returnthe documentspecifiedandexit. Lessmemoryis usedby this option,
causing adster retrieal.

Unlessthe --docnumoptionis used,ra-retrieve entersan interactve modewherethe
following commands can be accepted:

query [n]: Find the n most relant documents to the querxtehat follows.
Default is five. After entering this command the querytts entered, follewed
by a control-d or by a carriage-return, control-e, carriage-return.

retrieve n: Retrieve and print the document with document number n.

loc-retrieve n: Retrieve andprint thedocumentocation(full file nameandchar-
acter ofset) for document number n.

info: Display version number and number of documents in the current database.

quit: Quit
help or ?: Display help information.

print-biases: Print the list of hand-set biases. Also print whether hand-set or
template biases are being used.

use-handset-biasedJse the query biases in the hand-set list, rather than using

thebiasesndicatedby thequerystemplate Thedefaultis to usetemplatebiases,
but Jimmiry uses hand-set biases.

use-template-basedJse the query biases indicated by the quetgmplate.

set-bias <field-name> <bias>Set the hand-set query bias field-nameto
bias
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Suggestiomankingcanbebasedn mary differentfields.For example,anemailmes-
sagecanberelevantto a querybasedn similarity in the from field, date,subjectiine

or body of the messageEachfield canusea differentalgorithmto determinerele-

vance,so a datein a querywill addrelevancebasedon how mary daysdifference
thereis betweerthe queryanda potentialdocumentwhile the relevanceof a body of

an email is basedon the Okapi versionof the Term Frequeng / inverseDocument
Frequeng algorithm (TF/iDF). Someversionsof Savant also handle GPS coordi-

nates,andthe entire systemis designedso thataddingnew datatypesis straightfor-
ward.

When a query is entered, the retakalgorithm vorks as follavs:

Recognize the query based on template typ&he query is comparedwith each
templateof type QUERY_TYPE until a matchis found. Thelastquerytemplateis a
defaultthatmatchesary text. If thetemplate$ actionis REJECT_ACTION, thequery
is ignored and no suggestions are returned.

Find fields. Find the contentsof the fields that are definedin the query’s template,
using the template’regular expressions.

Filter fields. Run eachfield throughits associatedbankof filters. Continueto apply
filters, in orderuntil either the tet does not change or there is ngtt&maining.

Parse fields.Parseeachfield usingits field-specificparser and storethe machine-
readable output in RAM.

For ead field:

Find next word. Find the n&t word in the field using theextword function
defined for this field type. @d is loosely defined asyamdividual term or ele-
ment, and could be aond in a t&t, a single location in a list of locations, or
other atomic unit.

For eath wod:

Update similarities list. Updatetherunninglist of similaritiesof eachdocu-
ment to this field of the query by calling thpdate_sims_wadrprocedure
defined for this field. The procedure wikamine the indefiles written by
ra-index. The procedure also updates To@_ Contrilutors list, which con-
tainsthe similarity andprintablenameof eachword thatcontributedmostto
thechoosingof a particulardocumentThisis usedto producethe keywords
list that is displayed in the intades. Similarities returned for a field are
guaranteed to be between zero and one. Uipalate_sims_wadrfunction
does return aalue out of this range, thelue is reset to zero or one.

Bias similarities for this field. Apply biases to the similarity returned for each
document based on this field. The bias process produces a total similarity based
onalinearcombinatiorof index biasesaandeitherthe hand-sebr template-based
guerybiasesFor agivensetof query-biaseandindex-biasesthecombinations
computed in the folling way:

query biases 0y, Oy, ..., Qnum-tields
index biases= iy, iy, -+ | num-fields



4.1.6 Ext Retrieval
Similarity Metrics

(Salton 1988)

Salton, G. and C. BuckfeTerm-
weighting approaches in auto-

matic text retrieval. Information
Processing and Marmggment
24:513-523, 1988

(Salton 1975)

Salton, G. et al, Aector space
model for automatic indéng.
CACM, 18:613-620, 1975

non-normalized biases q;i;, Qyiy, -
M = combined biases sumq;i, + 0i, + ...

. I FLE e PP
normalized bias VERVERE

biased similarity= (similarity) (normalized-bia}

Compute total similarities for documents.Total similaritiesis equalto the sum of
all field similarities for a document:

num-fields
total-similarity = z biased-similarity
i=1

Giventhatindividual similaritiesarebetweerzeroandone,this valueis guaranteedb
be between zero and one as well.

Sort documents in rank order Sort documentsby total similarity. To improve
speedthe algorithmonly guaranteesorting of the top n documentswheren is the
number of suggestions to return.

Print top documents. Print the suggestiorinformation. Printedinformationis aline
number relevancescorefrom zeroto one,and documentumbey followed by each
definedfield up to the maximumnumber followed by keywordsthatleadto the sug-
gestionfollowedby theamountby which eachfield contributedto the total similarity
(after biasing). Each piece of information is separated by the pipe symbol (“|").

Free memory Run thecleanup_pasedprocedure to free allocated memory

EventhoughSavantis a generalinformationretrieval architecturethe mostcommon
usesrely heavily on text retrieval techniquesUnfortunately thereis no clearwinner
in text retrieval algorithms.At best,variousheuristicsandtechniquesireknown that
tendto work well in somecasesandthesetechniquesare oftentwealed or modified
dependingon factorssuchasdocumensize,querysize,andlimited vocalulary (Sal-
ton 1988) This researchis not settingout to createyet anotherext-retrieval engine,
especiallysinceit is clear no algorithmwill be well suitedto every task domain.
Instead,two known algorithmshave beenimplementedwithin Savant, with enough
variationto demonstratehe ability to mix and match different proceduralcompo-
nents.Thesecomponentwill be describecbelown. The particularalgorithmsthatare
availablein Savantarewell-known in the literature,but no attemptis madehereto
shaw that thg are the best of all possible algorithms.

All of Savant’s text retrieval plug-in proceduresare basedon the Term Frequeng /
inverseDocument-requeng method(TF/iDF), which representsext in termsof vec-
tors(Salton 1975) The simpleparserprocedurecorvertstext into afrequeng vector
with eachtermrepresentinghe numberof timesa particularword is usedin thedoc-
umentor query This is currently usedfor the personandlocation fields. Free-form
Englishtext fields suchasthe bodyfield usea more complex parser procedurethat
removes stop-words and stemsthe remainingwords. Stop-words are from a pre-
definedlist of commonwordssuchas“and; “a,” and“the” Suchwordsdo not con-
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vey meaningon their own, andareremoved bothto reducethe sizeof index files and

to improve the retrieval quality. Stemmingis the conflationof words that probably
meanthe samebut have differentendings.For example,the word “stemming” and

“stemmed”would bothbe cornvertedto therootword “stem” Theparticularalgorithm

usedis the Porterstemmet(Porter 1980) Onecanperformeitherstrongstemmingpr

weakstemmingweakstemmingis definedasonly stepl of the Porterstemmer(thus

stemmingfewer variations). Walker and Jones(Walker 1987) shoved that weak
stemmingsignificantlyincreasesecallanddoesnot significantlydecreasgrecision.
However, strong stemmingdecreasegrecisionin favor of more recall. Because
JITIRs shouldfavor precisionover recall, the currentsystemusesweak stemming.
This was a recentmodification, so the evaluationsdescribedin Chapter5 usethe

(probably inferior) strong stemming.

The three main components of a TF/iDF similarity metric(Bisgman 1992)

* NTF: The normalized term frequagnéor the word within a particular document.

The idea is that commonly usednds (high term frequeg¥ are more important
in a particular document and therefore should ferghigher weight.

* iDF: An inverse document frequanweighting, which &vors (gves higher
weight to) rare wrds. The assumption here is that raceds comey more mean-
ing and distinguish between documents more than comroasw

* amethodfor combiningNTF andiDF to form a singlesimilarity metricfor adoc-
ument gven a query

The algorithms used here add a fourth component as well:

* anormalizatiorfactorfor thetotalfield similarity, in additionto thenormalization
for term frequeng listed aboe. At the ery least this normalizatiométor forces
similaritiesbetweerthevaluesof zeroandone,whichis requiredby the biasalgo-

(Porter 1980)

Porter M., An Algorithm For
Suffix Stripping, Program 14(3),
July 1980, pp. 130-137

(Walker 1987)

Walker, S. andR. Jones|mprov-
ing Subject Retrieval in Online
Catalogues. British  Library
ResearchPaper no. 24, vol. 1,
1987

(Harman 1992)

Harman, D., Ranking Algo-
rithms, ininformation Retrigal:
Data Structues and Algorithms
W. Frales and R. Baea-Yates
(eds), 1992

rithm. The normalization may also normalize for the length of the query in much

the same &y most traditional te retrieval algorithms normalize for document
length. Usually traditional algorithms hmout the query-length normalization
because it only applies a constant multiplier to all document simildoties

givenquery(Salton 1988) but because¢he similarity scoreis alsousedto remove

(not shav) low-similarity suggestions the score should be normalized across m

tiple queries.

The first TF/iDF algorithm that isvailable in Ssant uses the folleing settings:

N—-n;)
IDF; = Iogd—TD(Croft 1979)
T O Ny a

log(fregyr +1)

NTFr = log(lengthy)

(Harman 1986)

query normalizatior é

similarity = 1ZQ(NTF O0DF; [X)

where

Q is a querycontaining the term (@rd) T
N = the number of documents in the irdd collection

(Salton 1988)

Salton, G. and C. BuckleTerm-

weighting approaches in auto-

matic text retrieval. Information

Processing and Mamggment
4:513-523, 1988

(Croft 1979)

Croft, W. and D. HarperUsing
Probabilistic Models of Docu-
ment Retrigal Without Rele-
vance Information,
Documentation35(4), 285-95.

(Harman 1986)

Harman, D., An Experimental
Study of Fctors Important in
Document Ranking, iACM
Confeence on Reseer and
Development in Information
Retrieval, 1986
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(Robertson 1995)

Robertson, S. et al, Okapi at
TREC-3, inNIST Special Publi-
cation 500-2261995

(Walker 1998)

Walker, S. et al, Okapi at TREC-

6, INNIST Special Publication
500-240 1998

4.1.7 Design Decisions

ny = the total number of occurrences of tefrim the collection
freqyr = the frequengof termT in document

lengthy = the number of unique terms in document
C = a constant (100 by d=flt)

The secondTF/iDF methodusedis the Okapi weightingschemeg[Robertson 1995)
slightly simplified becauseano relevancefeedbackinformationis availableto Savant.
The weighting scheme isvgin by the follving similarity:

o W freqy Ufreqg(k, + 1) (ks + 1)
similarity = TZQ (K + freqy) (ks + freqy)

where

Q is a querycontaining ternT

Wis the irverse document frequene log(N —n; + 0.5) —log(n; + 0.5)
N = total number of documents

ny = number of documents containing thisre/

_ b fdig
K= klligl—b)+mD

dl = document length (hnumber obwds)
avdl = average document length (humber afrds, rounded 6
freqqyr = frequenyg of termT in the document

freqyr = frequeng of termT in the query
k, = a tuning parameteiigh value meandreq, is more important.

k3 = a tuning parameterigh value meansreq, is more important.
b = a tuning parametedigh value means penalize big documents more.

Defaultsfor k,, k;, andb are1.2, 100 and0.75 respectiely, which arethe values
used in(Walker 1998)

Two versionsof the Okapialgorithmareavailable. Thefirst normalizessimilaritiesby
aconstanfactor asis thecasefor thefirst TF/iDF algorithmgivenabove. Thesecond
normalizes by the query length:

. C
normalization factor ———
length,,

where

C = a constant for ging the right range between zero and one (3.0 byuliyf
length, = number of unique terms in the query

The design decisions and tradésdbr Savant are as folles:

Templates and plug-insThe templatestructureand the ability to specify plug-in
functions for different fields makes Savant extremely flexible. Domain-dependent
similarity metrics(e.g.basedon fieldsin anemail messageganbe usedwhenavail-
ablein the domain,but more generalsimilarity metricssuchas plain text similarity
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canbeusedasafall-back.Thedisadwantageof thetemplatesystemis thatrecognition
andparsingis basednly on the contentof afile; they cannot useotherinformation
suchasthefile’s nameor userdefinedhints. This featurecould concevably beadded
in later \ersions.

Heterogeneous database®atabasesancontainmultiple typesof files, e.g.a com-
bination of email, notesand HTML files. This featureallows database$o be com-
piled by topic ratherthantype. However, while databasesancontainheterogeneous
documents,individual indexed files cannot. For example, an archve of multiple
RMAIL-format email files mustcontainonly RMAIL files; it cannotshift halfway
through to Unix-format email files.

Max document length.Savant automaticallystopsindexing afile if it finds a single
documenthatis overtenmegabyteg(10M) in size.If thelimit is reachedtheindexer
automaticallygoesto the next file. Thelimit is to avoid situationsin whichanarchive
file is incorrectlyidentified as a type of file with only one documentHowever, the
limit sometimescausesespeciallylong documentso be skippedthat could legiti-
mately be indeed.

Breaking up long fields An earlierversionof Savantwould breakup the bodyfield

of adocumeninto 50-line chunks.Retrieval of a documentwould actuallybe based
on similarity of a query to individual chunks,and retrieving the documentwould

automaticallyjumpto the point of similarity. The disadwantagds thatdocumensimi-

larity is thereforelimited to those 50 lines when more information may improve

retrieval performanceThe newn versiondoesnot supportthe splitting of long docu-
ments, It the feature may be added back in lagsions.

Fields only comparable if same named typéifferentfieldsareonly comparablef
they areof the samenamedtype. For example,the subjectof anemail andtitle of an
INSPECpapercitation canbe comparecdaslong asthey areboth definedasthe same
type subject Fieldsof the sametype canhave differenttemplatesandfilters depend-
ing on file type, but the fields are guaranteedo be storedin the sametype of index
files. However, fields of differentnamedypescannotbe comparedevenif they are of
the sameunderlyingindex type For example,if an INSPECfile had a field called
abstiact, that field could not be comparedo an email bodyfield even if they were
both storedusingthe sameTF/iDF vectorbasedstoragemechanismThis is to sim-
plify the templatestructure,and make it easyto add additional templateswithout
requiringa rewrite of oldertemplateslf insteadary field could be comparedo ary
otherfield so long asthe underlyingindex typesmatchedit would be necessaryo
specifywhich of thosemary possibléfield combinationshouldactuallybe compared
between document types.

Template in souce rather than configuration file.A previous version of Savant
useda separateuserdefinableconfiguratiorfile to definetemplatesin thelatestver-
sion this was replacedby a templatedefinition file integratedinto the sourcecode,
requiringarecompileif thetemplateis modified.This modificationwasmadefor two
reason®f practicality First,thechangeallowedthe systento usethe C parsetto han-
dle theflexibility requiredfor morecomplex templatesSecondjt makesissuingnew
updateanucheasierWhenthe old versionwasupdatedherewould oftenbe version
skew betweenold configurationfiles and the new binaries, and usersinvariably
installed one bt not the othercausing bgs and confusion.
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4.2 The
RemembranceAgent

4.2.1 Customization

Bias settings.The biasesfor both index and query file types are set to defaults
definedin thetemplatefiles. Thesebiasesaresomeavhatarbitrary setbasedn beliefs
aboutthe importanceand expectedrangeof variouspiecesof data.For example,the
bodyfield of an email documents given a biasof four timesthe otherfield values.
This is basedboth on the assumptiornthat the body of an email messagas most
importantfor determiningthe valueof the messagéo a user andthe assumptiorthat
a bodyfield thatmatcheswill still have alow similarity scorewhile a matchof auser
nameis morelik ely to have a similarity scorenearonebecausét caneithermatchor
not, but nothingin betweenTheBostonGlobetemplatedefinesthe bodyfield biasas
only two timesthe otherfield values,becausdt is assumedhatthetitle of anarticle
(thesubijecffield) is still relatively importantin determininghe meaningof anarticle.
Becauseof the arbitrarinesof thesehand-sebiasesponeof the goalsfor future ver-
sions is to use machine learning to adjust biases based on usage patterns.

TheRA front endis writtenin EmacsLISP, andbothcommunicatethe users current
contt to Savantanddisplaysthe resultingsuggestionswhenthe RA is operating,
every five or ten secondst will snapshot region of text aroundthe currentcursor
position and send this information to Savant. Suggesteddocumentsreturned by
Savant are used to update the display

Many partsof the RA areusercustomizableln Emacs programsare customizecdy
setting ariables in configuration files. The usercessableariables for the RA are:

remem-prog-dir: The directory where the @ant binaries are located.

remem-database-dir:The basedirectoryfor indexes. This is a directory of directo-
ries. For example, the basedirectory RA-indexes might contain the subdirectories
notes mail, andinspec-filesEachof thesesubdirectorieavould containindex files
produced by Sant.

remem-scopes-listA list of scopesto be displayed,wherea scopeis of the form

(directory-namenumberlines, update-timequery-range). Throughthis variablethe

usercanconfigurethe RA to simultaneoushdisplaysuggestiongrom multiple data-
basesor from the samedatabasevith differentamountsof text usedfor the query

For example,the RA could be configuredto usethe first threelinesto shov sugges-
tions from the mail databasdasedon the 500 words nearesto the cursor andthe

next two lines to shov suggestiongrom the notesdatabaseéasedon the past20

words nearesto the cursor Update-timeis the numberof seconddetweenqueries.
Each scope spans a separate @t process.

remem-load-original-suggestionif setto true, whenviewing a suggestiorthe RA
will actuallyloadthe entirefile containingthe suggestedocumentlf setto falsethe
RA will only displayinga copy of the singledocumentretrieved. This featureis use-
ful if thedocumentviewedis a partof a largerarchive, e.g.a singleemailin a mail
folder, becauseother documentsn the file will be loadedinto Emacsfor context.
However, large archie files can also t&ka fev seconds to load.

remem-log-p:If set to true, enable logging.
rememe-logdfile:File where usageinformation getslogged. This informationis not

used by the systemubis useful for delagging and long-termvaluation.
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remem-use-majormode-templates:Eachbuffer in Emacshasa major-modewhich
is usedto determinedisplay and edit customizationsFor example, mail is readin

RMAIL-mode andwritten in mail-modeandHTML is writtenin html-mode.Emacs
automaticallydetermineghe majormodefrom the file’s headersor filenameexten-
sion. Whenthis variableis setto true, the majormodeinformationis passedn to

Savant,which usestheinformationfor template-basetecognitionof the querytype.
Queriesarethenparsednto fieldsfor individualfiltering andretrieval, asdescribedn

Section4.1.5.

rememe-print-even-bad-relevance-p:Normally low-relevance suggestionsare not
displayedandthetext “No suggestion’is shavn alongwith a minussignwhererele-
vancescorewould be.Settingthis variableto trueindicateghatsuggestionshouldbe
displayed rgardless of relance.

remem-mode-awae-changing:The RA can change databasesbasedon major
mode.For example,it canbe configuredto load the INSPEC databasevheneer a
buffer is visited thatis in the LaTeX paperediting majormode.Settingthis variable
to true turns on this functionality

remem-mode-db-alist:A parameterassociating scope information with major
modes Databaseandmajormodesmustbe associatedby hand,sinceit is unknovn
what particular databases a user migheha

remem-tuffname-db-alist: The RA can also changedatabasedasedon buffer

name.For exampleit could load the personal-noteglatabasevheneer a file named
“diary” is loaded.Theseassociationare sethere. Theseassociationgre also auto-

matically setwhenthe userchangeglatabasefor a given buffer usingthe “database
change” command.

color customizations:All thecolorsandfontsin thedisplaycanbe modifiedto suita
users ervironment. Reasonablalefaults are definedfor both light and dark back-
grounds.

formatting customizations: Individual database€an be assignedto specific field
formatting.For example,a suggestiorfrom anemaildatabaseisplaysits archie file-
name.Thefilenameis not usefulfor suggestiongrom the INSPECdatabasesoit is
not shavn for INSPEC. The subjectfield is also given more spacein the INSPEC
databasdecauseapertitles tendto belongerandmoreinformative thanemail sub-
jects.
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4.2.2 Commands

4.2.3 Design Decisions

Commanddor the RA areprefixedwith control-c r (C-cr). Theavailablecommands
are:

TABLE 2. RA command list

C-crt(Control-c rt) Toggle RA on and 6f

C-crv (Control-crv) View updated results xecute ne/ query nev,
bypassing the timer)

C-cr# (Control-c r <number>) Shaow suggested document
C-crr# (Control-c rr <number>) Rate this document
C-crf (Control-c rf) Field search

C-crq (Control-crq) Full-page queryThis creates a form where field
informationcanbeenteredthususingthe RA asa
normal search engine

C-crd (Control-c r d) Change one or more scopes to fedéint database
Left mouse-click on line number Show suggested document
Left mouse-click on a field Performsearctonthisfield. For example clicking

on the PERSON field of a suggestion will search
for ary other documents associated with that per-

son.
Middle or right mouse-click View keywords popup winde
Resize display windav Automaticallyshovs moreor fewer suggestionso

fill window. If there are multiple scopes, the ratio
of lines allocated to each scope remains the same.

Several design trade-fsf have been made in the Remembrance Agent:

Scope-specific configurationThe RA allows configurationof the displayformaton
a perscopebasis, where each scope containsa databaseFormat configurations
includethelength,order andcolor of eachfield whichis displayed For example,the
INSPEC corpusrequiresa longer title (subject)line than doesthe email corpus
becausgechnicalpapertitles areusuallylongerthanemail subjectlines. Email data-
basespntheotherhand,shawv thefile namefrom which the mail messagevasdravn
becausehis usuallyrepresentshefolderto whichit wasfiled. The INSPECdatabase
doesnot shaw file informationbecauséhe filenameis a serialnumberand doesnot
carry aly meaning. The upside to specifying a single format for each scope is that the
fieldsfor all documentsvithin a scopeform a singlecolumn,makingit easierto scan
down anentirelist of documentdor a particularfield value. The downsideis thatif a
databasdor a particular scopeis heterogeneousr documenttype, all documents
within the scopemuststill be displayedwith a singleformat. For example,all docu-
mentswithin adatabas¢hatcontaindNSPECcitations,emailsandnotesfiles abouta
particular subject muld be displayed with a single set of format configurations.

Loading whole document vs. a copyWhen a suggestediocumentis retrieved, the
RA caneitherloadthe original file containingthe documentor it candisplaya copy
of the document.The advantageof loadingthe original file is that the context of the
file is loadedaswell. For example retrieving the originalemailarchive file containing
a suggeste@mail automaticallyloadsthe file with email-displayformattingandthe
ability to seeother email messagewvithin the samefolder or thread.However, for
large archive files this canalsocausea delayin viewing a documentwhile the entire
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file is loaded.For this reason,by default only a copy of a suggestedlocumentis
retrieved.

Use of color By default, the RA's display usescolorsto distinguishbetweenneigh-
boringfields. This malkesit easietto parsethefield data,but badcolor choicecanalso
draw they eye away from the users primarytask.For this reasoncolorsarecustomi-
zable.Two color palletsaredefinedasdefaults,onefor light backgroundsindonefor
dark backgrounds.

Attempt to avoid duplicate documentsThe RA can display the samedatabasen
multiple scopesyarying only the numberof wordsusedto createthe “query” This
oftenmeanghatdocumentaresuggested multiple scopestakingup displayspace
with redundantnformation.To avoid this wastedspacethe RA only displaysthefirst
occurrenceof a documentbasedon the uniquedocumeninumberin theindex. It is
also possiblethat a databasewill containduplicatesof the sameinformation. For
example,the sameemail messagenight be saved in multiple folders.However, it is
not aseasyto detectwhetherthesemessageare“functionally equivalent” sinceit is
hardto determinein advancewhetherdifferencesuchasthefolder anemailis stored
in is an importantdifference.Currently no attemptis madeto remove duplicates
based on content.

Integration with Emacs Frame.The RA displayis a singlebuffer within the Emacs
window. This integrationwithin Emacscreatesa mentalconnectiorbetweersugges-
tions andthe informationthe suggestionsegard (seeChapter3.3.2for morediscus-
sion).It alsoinsuresthatsuggestionarenearthe users primaryfocusof attention,so
it requiresa smalleramountof eye motionto scanthe RA's display Finally, the RA
displayis automaticallyiconified, obscuredr revealedalongwith the entire Emacs
display On the downside,the useris not given the ability to move the RA display
independenf the Emacswindow. For example, it is not possibleto extend the
Emacgext editingbuffer theentireverticallengthof the screerandplacethe RA dis-
play to the side of the Emacs windo

Keywords display. The keywordsassociatedavith a suggestiorareusefulfor contex-
tualizing a suggestionput are usually not as useful as the subject,date,or person
associatedvith a document.Due to the large amountof information that may be
desirablekeywordscanbe displayedboth by right-clicking on the suggestiorine or
by makingthe Emacswindow wide enoughthatthekeywordsareontheline to thefar
right. This givesthe usercontrol over keyword displaysimply by resizingthe Emacs
window.

Feedback not equired. When a documentis retrieved using the RA, the useris
promptedto rate the documentreturnedon a scalefrom one through five. Even
thoughratingrequiresonly a singlekeystrole, it wasdecidedthatrequiringtherating
placesextra burdenon the user Sincethe point of the RA is to reducethe effort of
accessing information, the feedback is optional.

Margin Notesis implementedisingthe Apache-mod-penvebsener. Theusers web
browser is configuredto passall pagerequestshrough Margin Notesas a proxy
sener. The basicideais simple:Margin Notessits betweenthe browserandthe Web
andrewritesthe HTML to addannotationgo pagesasthey aresentto the browser
The detailsare more complex becauseSarant can take time to retrieve documents,
andit is importantto get the requestecpage (the users primary task) back to the
browserwithout a significantdelay Theuserexperiencds thatweb pagesomeback

4.3 Margin Notes
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4.3.1 Design Decisions

immediatelywith full main text and a black magin, and suggestiongppearin the
maugin afew secondafterwards.A statusbaratthebottomof the pageindicateshow
close the page is to being fully annotated.

Requestgo from the browserto Margin Notes,which retrievestherequesteghage If
the pageis shortit is returnedto the browser with no annotation.Otherwisethe
HTML is rewritten to adda black maigin alongthe left-handside. The magin con-
tainstransparenimagesthat will be replacedby annotationsafter queriesare com-
pleted.Eachsectionof the web pagereceivesanimage,wherea sectionis definedas
text betweenthe HTML headettag, horizontalrule tag, anda few non-standardec-
tion-breakformatsusedby the MS Word HTML editor. Margin Notesthenpasseshe
modifiedHTML to the browsersotherequesteghage(the users primarytask)canbe
rendered without additional deldyigurel7 shavs the Magin Notes architecture.

FIGURE 17. Mar gin Notes achitecture

request Marein Not
gin Notes b
web page
(web proxy) WWW
annotated
web page

Individual sections

Savant (Info Retrieval Engine)

After sendingthe pageto the browser Margin Notessendghetext of eachsectionto
a Savantprocesswhichreturnsthetop documentshatmatchthe section First, dupli-
catesof previous annotationshavn on this web pageareremoved. Thenif the high-
estranked documentis above the relevancethresholdanimageis createdon-the-fly
that containsthe annotationinformation. Javascriptplacedat the bottomof the web
pageretrievesthe new imageandreplaceshe blank annotationthat was previously
displayed A statusbar at the bottomof the black mamgin indicateshow mary of the
potential annotations kia already been displayed.

The following are trade-d¢ made in the Main Notes design:

Locally annotated sectionUnlike the RA, which constantlyupdatesa list of several
annotationdasedon the currentcursorlocation, Margin Notesplacesannotationgo
theright of eachsectionbeingannotatedThe advantageto this techniqueis thatthe
scopeof a suggestioris clear;an annotations aboutthe sectionit is next to andno
othersuggestionAnnotationsalsoremainstationary Unlike suggestionsn the RA,

aftera Margin Notesannotatiorappearst doesnot changewhich canhelpeliminate
distraction.However, therearetwo main disadantagedo this technique First, there
is only spacedor oneannotatiorpersectionof awebpage TheRA, ontheotherhand,
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can display several suggestionsabout the current sectiona personis reading by
changinghemovertime. Secondit is not clearwhata noteis annotatingvhenaweb
pagehasmultiple columnsof information. This problemis especiallynoticeablewith
news sitesand portal sitesthat have side bars,navigation links and adwertisements
surrounding a small piece of mainxte

General vs. specific annotationsAnotherproblemwith locally annotatedectionds
thatit canleadto a caseof “missing the forestfor the trees, whereannotationsare
relatedto sectionsbut no annotatiorrelatesto the generaltopic of the web page.To
avoid this problem,thefirst annotatioron a pageusesthe entireweb pageasa query
with twice the weight to the first section as the other sections of the page.

Preference br the first line when truncating. Sometimegshe informationto be dis-
playedin a Margin Note annotationtakes morethanthe seven lines resered for an
annotationn this case,eachfield is reducedto oneline until all fields fit, starting
with thelastfield displayed.This algorithminsuresthatfields at the startof theanno-
tation, which include the subjectand other moreimportantfields, aretruncatedast.
Less important fields such as the date field are reduced first.

Integration with the br owser window. Like the RA, Margin Notes placesannota-
tionswithin thesamewindow asthetext beingannotatedThis integrationhelpsasso-
ciate annotationswith the information in the browser itself (as opposedto other
applicationsandmakesit easierto scananannotatiorwithout beingcompletelydis-
tractedfrom theweb pagebeingviewed. However, the samedisadwantageslescribed
for integrationof the RA andEmacsalsoapply here.Furthermorethe currentimple-
mentationof Margin Notesachie/es integration with the browser by rewriting the
incoming HTML code on-the-fly This rewriting can be difficult for some pages,
giventhatmuchHTML onthewebis not compliantwith standardsndis not robust
to even simple modification.

Length minimums for sections and documentdf a sectionis too short (lessthan
100 words by default) thenit is not annotatedThis minimum length exists for two
reasonsFirst, fewer words in a query tendsto producelower quality suggestions
because¢helR algorithmshave lessinformationto processSecondandmoreimpor-
tantly, if abrowserwindow is wide thensmallsectionswill take up fewer linesin the
displaythanare coveredby afull annotation Annotatingthesesmall sectionswvould
requirethatextra spacede addedto the section thusviolating theideathatthe main
window text not be modifiedin waysthat are not clearly associatedvith the JITIR
interface.Documentdelow acertainlength(lessthan200wordsby default) arecom-
pletelyskippedby Margin Notesandarenotevenannotatedvith ablackmargin. This
limitation existsbecauseshortdocument®ftendo not have enoughtext to establisha
primary topic for the IR algorithm, so suggestions are often of poor quality

Lower bound on similarity. Suggestionsbelonv a certain relevance threshold (by
default 0.1) are not shawvn at all for a section,leaving just the black maigin. The
adwantageis that the useris not distractedby suggestionghat are not likely to be
valuable.The disadwantageis that valuable suggestiongnight occasionallynot be
shawvn. It is also difficult to set thesethresholdsproperly and the valuesmay be
dependent on the particular task and corpus used.

Upper limit on similarity . If a suggestiorin Margin Notesis of an extremely high
relevance(by default, > 0.65) thenthe suggestiors ignoredandthe next mostrele-
vantsuggestions displayedinstead.This seeminglyparadoxicaheuristicis because
suchhigh relevancesare often due to exact copiesof the web pagebeing viewed



4.4 Jimminy
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beingsuggestedhusproducingno new information.A slightly lesssimilardocument
containsmoreinformationthatis not alreadyin thewebpage andwill hopefullystill
be relevantto the currentervironment. The downsideto this heuristicis that some-
timesextremelyrelevantor valuabledocumentsvill notbedisplayed.Thesamediffi-
cultiesin finding a good value for a lower boundon similarity apply to the upper
bound as well.

Black margin strip vs. contrasting backgound. The mamgin strip that contains
annotationss alwaysblack, regardlessof the color of the pagebeingannotatedThe
advantageof the constantcolor is thatit gives Margin Notesa stabilelook andfeel
that is the samefor all annotatedpages.The disadwantageis that the black back-
ground may blend in if the annotated page has a black background as well.

Jimmiry is basedon the implementationfor the RemembranceAgent, and runs
within Emacson awearablecomputerTheprimarydifferencedetweenlimminy and
the RA are that Jimmiry’s display is more compactand suggestionsre basednot
only on notesbeingtypedin an Emacsbuffer but alsothe datareturnedby physical
sensors attached to the wearable.

The hardware for the systemis the “Lizzy” wearablecomputerdesignedby Thad
Starner(Starner 1997a) which consistsof a 100 MHz 486 computerunningLinux,
a head-mountedisplayandone-handedhordingkeyboard.The entiresystentfits in
asmallshouldetbag.The head-mountedisplayis the“PrivateEye” madeby Reflec-
tion Technology Display resolutionis 720x280pixels, monochromered with one
level of dimnessThis givesacrisp80 columnby 25 row displaywith avirtual image
seemingto float in front of the wearer The keyboardis the “Twiddler” one-handed
keyboard madeby Hande/Key Corporation,which usesa 17-tutton systemwhere
multiple keys canbe struck at onceto accessall the symbolspossibleon a normal
keyboard, plus extra combinationsfor macros.Averagetyping speedis about 35
words per minute using the twiddler, though Starnerhasbeenclocked at up to 60
words per minute.

Thewearablealsoincludesseveralwaysto senseheoutsideworld. Whenoutdoorsa
GPS (Global Positioning System)is usedto detectthe wearers location. When
indoors,a 418 MHz AM radio recever detectsuniqueradio beaconghat have been
placedaroundthe Media Lab (Rhodes1999) An alternatesystemusesIR (infrared
light) insteadof radio, which gives a finer control over where a beaconwill be
detectedStarner 1997b) Beacomumbersarecorvertedto roomnumbervia a static
lookup.By puttingthesebeaconsgnto namebadgesthewearablecanalsodetectwho
is currentlyin the sameroom. This methodis essentiallyidenticalto the active badge
systemdescribedn (Want 1992) However, becausepeopledo not generallywear
theseactive badgesthe peoplesensoris only usedfor demonstratiorpurposesThe
wearablealsohasa 1.2 Mbit wirelessnetwork connectiorthatis usedfor communi-

cations and receing information from sensors not directly attached to the computer

Jimmiry communicatesvith the sensorghroughHive, a distributed agentarchitec-
ture developedby NelsonMinar (Minar 1999) Hive provides an easily extended
platformfor networking sensorsaandprocessedoth on andoff thewearable A Hive
cell runs on the wearablecomputerand polls the location beaconand active badge
sensarlt covertsthisinformationinto roomnumbersandpeople andsendsghis infor-
mationto the main Jimmiry program.Oneadwantageof Hive is its extensibility. For
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example,the systemcantrivially be extendedto communicatewith off-body sensors
through the wireless connection.

With recentimprovementsin sensottechnologyandin the processospeedof wear-
able computers,it is expectedthat other types of sensingtechnologywill soon
becomeavailable. One such techniqueis ASR (Automatic SpeechRecognition),
which is now accurateenoughthatinformationretrieval performedon a databasef
raw audio news storiescanbe performedwith over 55% precision(Johnson 2000)
Thisis closeto thelevel of performancehatwould beneededo automaticallygener-
ate queriesfor Jimmiry by transcribinga persons natural corversationalspeech.
Another techniqueis vision-basedautomatic face recognition (Pentland 1994)
which couldbeusedinsteadof active badgego let thewearableknow whatotherpeo-
ple are in the room.

Therearefour maintrade-ofs in the Jimminy design,in additionto the designtrade-
offs for the RA upon which it is based:

Increase and decay of biase®/hena featureof the ervironmentchangesJimmiry
automaticallyincreaseghe biasfor that ervironmentalfeatureby a factor of three.
Thuswhenthe wearerof a Jimmiry systementersa hew room, notestaken in that
particularroom are morelikely to be shavn thanare notesrelatedto otherfeatures
thathave not changedecently After one minutethe biasis automaticallydecreased
backto the level to which it hadbeenpreviously set. This automaticdecayinsures
thata featurewill notcontinueto dominateall suggestionsnade After a minuteit is
assumedhattherecentlychangedeatureis not necessarilyhe centerof thewearers
attentionarymore,andthata morebalancedlisplayof suggestionsvill be moreuse-
ful. The value of a minuteis somevhatarbitrary In ervironmentswherethe useris
not likely to be ableto even glanceat the display for more than a minute after the
ervironment changes the period of increased biases should be longer

Display of ervironmental information. Sensorsare errorprone, so it is important
thatthe wearerof a Jimmiry systembe ableto verify thatsensoratais correct.If no
sensorsare usedand ervironmentalfeaturesare enteredoy hand,it is still usefulto
have a reminderof the last data entered.For thesereasonslimmiry displaysthe
wearers currentlocation, peoplein the room, and subjectfields. The informationis
displayedin the mode-lineof the Jimmiry display which usually containsinforma-
tion thatis duplicatedin othermodelines aryway. Field biasesarealsodisplayedin
the mode line for similar reasons.

Design br the expert userJimmiry is designedfor the expert user Besidesthe
obvious expertiserequiredto take notesandcontrolthe systemusinga chordingkey-
board, the Jimmiry display also incorporatesthree designfeaturesfor aiding the
expert user:

* Key combinations (chords) are defined to raise angldhe steady-stateviels
for differentfield biasesThesekey combinationsllow theuserto quickly change
biases, bt the chords must be memorized.

* In the original design, biases were displayext b@their associated field in the

(Johnson 2000)

Johnson, S.E., et épolen Doc-
ument Retrieal for TREC-8 at
Cambridge Univesity, 2000

(Pentland 1994)

Pentland, A., et al, éw-based
andmodulareigenspacefor face
recognition,n Proc.of Computer
Vision and Rttern Recgnition.
1994, pp. 84-91

4.4.1 Design Decisions

mode line. This positioning made it easy to tell the correlation between fields and

biases, bt made it hard to quickly see the biases for all fields. In the cuent v

sion biases are displayedxhéo each other on the left-hand side of the mode line
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ratherthannext to thefield they annotateThis new positionmalesit easieifor the
expert user to determine the relativalues of field biasesubrequires memoriza-
tion of the order in which biases are displayed.

* Similarly, fields are displayed on the mode line without labeling. The order in
which fields are displayed must therefore also be memorized, although it is often
possible to distinguish dédrent field types by their contents.

Design br small screen.As mentionedaborve, fieldsin Jimmiry aredisplayedusing
lessspacsdfieldsin the RA. Thisis dueto the smallamountof screerreal-estatevail-
able on the head-mountedlisplay Fields that extend beyond the limited spaceare
truncated.
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CHAPTERS5  Evaluation

Certainly, there are many things that can be learned
only in closely contiled experiments. But little is
known about theelationships of ognition in the cap-
tivity of the laboatory to canition in other kinds of
culturally constituted settings. Thedirpart of the job
is, theefore, a descriptive enterprise

— Edwin Hutdins,Cognition in the Wid

JITIRs are situatedapplications:their designand effectivenessdependon the task
ervironmentin which they areapplied.In termsof how JITIRsareused the utility of
asuggestiordepend®ntheusers knowledge,immediateneedsandcurrentlevels of
distraction. In terms of information retrieval, the techniquesthat can be applied
depencdbn the natureof the ervironmentalfeatureghatareavailableto createa query
andon the structureof the corpusof informationbeing presentedFinally, the inter-
face must be customizedto the users task ervironmentso attentioncan easily be
switchedbetweena JITIR andthe users primary task. All this integrationwith the
taskenvironmentmakesevaluationdifficult, becaus®bsenationsin onetaskdomain
may not generalize to others.

This chapterdescribesthree user studies.How far the resultsgeneralizeto other
domainsdependsn mary ervironmentalfactors.More importantthantheresultsfor
a particularernvironmentis whythe resultsoccur The storiesbehindthe dataareuse-

ful for understandingITIRsandhow they canbe appliedto othertaskervironments.

For this reason,all three studieswere concludedwith informal interviews asking
users for anecdotes and insights about thgiegences.

The chapterstartswith a descriptionof the corpora(databaseghatwereusedin the
varioususerstudiesfollowed by descriptionsanddiscussiorfor eachstudy Thefirst
studyis a controlled-taslexperimentthatcompareghe usefulnes®f JITIRsto atra-
ditional searchengine.The secondstudy evaluatesthe informationretrieval usedby
theimplementedITIRs. It alsoexamineshow thedatabaseisedby anRA affectsthe
quality of suggestionThird is along-termuserstudythatlooksatuseof a JITIR over
the course of seral months, and in some cases years.
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5.1 Cormpora Used Several corpora were used by the JITIRs tested in thgsarienents:

INSPEC corpus: This is a subset of the INSPEC databadeonference pro-
ceedingandjournalarticle citationsandabstractsprunedto beespeciallyich in
citations that are related to research performed at the MIT Medidb &beate
thecorpustheOvid INSPECdatabas&asqueriedfor all citationsfrom January

1st 1998 through August 14st 1999 that had a Media Lab researcher as the pri-
maryauthor In all, 93 citationswerefound. The subjectheaderdor eachcitation

were listed. These subject headers are assigned by the IEEE, chosen from a stan-
dard INSPEC thesaurus of subject headers. Theafimigpsubject headers had
beenusedto labelat leastfive of the 93 articles:userinterfaces softwareagents,
human &ctors, portable computers, virtual realitteractve systems, Hidden
Markov Models, image sequences, motion estimation, computer aided instruc-
tion, computeranimation,computewision, graphicaluserinterfacesgroupware,
image recognition, interagé devices, multimedia systems, social aspects of
automation, and statistical analysis. The INSPEC databaséhen queried for

all citations that had at least one of theviresly mentioned “Media Labwie-

star” subject headers. This produced a set of 152,860 paper citations that were
especiallyrelevantto MedialLab researchA local copy of the corpuswascached

and used as the INSPEC corpus.

Media Lab email corpus: Many lab-wide email mailing lists at the MIT Media
Lab are automatically archéd, dating from 1988 to the present. The subset of
these arclvies that are publicly accessable to the Media Lab community were
used as the basis for the Media Lab email corpus. The database isxegtinde
nightly, andasof thiswriting contain209,327emailmessagefom 2,467email
archives.For privagy reasonsthis databasavasonly madeavailableto theMedia
Lab communityand Lab members werevgn the opportunity toxelude ay
mailing lists from the database.

Agents Group email copus: The Softvare Agents group is one of themking
groups within the Media Lal# special corpus as made by combining the
group mailing list arclvie with archves from ag publicly archved Media Lab
mailing list that vas subscribed to by more tharotmembers of the Agents
group. This database is updated nigtdlyd as of this writing contains 15,083
messages from 41 argbks. This databaseas only madeailable to members
of the Softvare Agents Group.

MIT T ech copus: The Tech is MITS oldest student mespaperand has online
archivesfrom 1985-1986nd1989-presenfThecorpusis updatedcasnewn weekly
issuexomeout, andasof thiswriting containsl6,240news articles featuresand
picture descriptions.

Jimminy corpus: A wearablecomputehasbeenusedby theauthorto take over

850 notes in the past four years. All these notes are annotated with timestamp,
locationwherethe notewaswritten, peoplewho werein thevicinity andthesub-

ject of the note. The subjects range from project ideas and class notes to notes
from corversations to dance steps.

1. http://www.ovid.com
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Personalized copora: Individual users were encouraged to create thveir o
personalized databases from theincemail archies, note files, papers orem
by indeing their entire home directaryhe size, quality of information and
specificity of these databasesried dramatically

The point of this first)geriment vas to answer the folldng question:

How doesusinga JITIR affecthowa personseekutand
uses information?

The costvs. expectedbenefitframevork describedn Chapter3.1.2 predictsthat a
JITIR will be usedto retrieve information that would not otherwisebe retrieved, as
long as (1) the expectedbenefit of retrieving the information is lower than the
expectedcostand (2) the effort requiredto retrieve thatinformationby othermeans
would not be worth the expected benefit. The two-secondrule describedin

Chapter3.1.3stateshat the level of effort beyond which a personwill not botherto

take actionis often very low. This rule predictsthat, at the low-effort end,evenif a
JITIR only decreaseshe effort requiredto find information by a few secondst is

likely to be usedmoreoften.In otherwords,reducingaten-secondearchprocesgo

two secondshouldhave a muchlargerimpacton usagehanwould a reductionfrom

a one minute process to fifty-tveeconds.

This experimentcompareghe information retrieval patternsof experimentalgroup
subjectsgiventhe RA, Margin Notesanda searchengineversuscontrol group sub-
jectsonly givenaccesso asearchengine All subjectsveregivenasearchenginefor

two reasonskFirst, it is importantthatsubjectdn bothgroupshave accesdo the same
information. Comparinga task performedwith a JITIR to a task performedwith no

information tool is unfair, since experimentalgroup subjectswould have accesso

informationthatis completelyinaccessibl¢o the controlgroup.Secondit is usefulto

compareheuseof JITIRsandthesearchlenginewithin theexperimentagroupto see
which is preferredandwhethersearchengineuseis decreasewvhena JITIR is intro-

duced.

Twenty-s&en subjectswere recruitedfrom the MIT communityof undegraduates,
graduatestudentsand alumni via email lists, postersand direct request.They were
told only that they were participatingin an experimentin which they would write
aboutMIT housing.Subjectswere divided randomlyinto experimentaland control
groups.

After signingthe consenform subjectsveregivena pre-tasksurney askingbaseline
informationabouttheir knowledgeon MIT housinghowv muchthey caredaboutsuch
issuesandhow oftenthey readthe MIT TechnewspaperSuneys, taskdescription
and other supporting material for thigoeriment are listed in Appendix A.

Experimentabroupsubjectavereprovidedwith andgivenbrief trainingon the useof
EmacstheRemembrancégent,Margin Notesandthe MIT Techsearchengineweb
pagez Controlgroupsubjectaveregiven Emacsandthe MIT Techsearchpageonly.
The MIT Techsearchpageusesht://Dig?, a freely available searchenginethat pro-
videsthe ability to searchfor web pageghatcontainall keywordslisted, containary

2. http://www-tech.mit.edu/search.html
3. http://www htdig.og

5.2 Controlled Task

Evaluation

5.2.1 Method
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keyword listed, or match a booleansearch.The RA, Margin Notes and the Tech
searctpageall pulledfrom thesameMIT Techcorpusof news articles.Subjectgated
themseleswith an averageEmacsexpertisebetweertf'occasionaluser”and*“regular
user’ Only onesubjectwas morethanan occasionaluserof the RA, andnonehad
used Magin Notes more than occasionally

Subjects were thenygn the follaving task:

Pretendyouare a guestcontributor for the Tech and write
an editorial or news article aboutMIT housing Thearti-

cle couldcoverthe Freshmer©On Campudecisiongradu-
ate housing new dormitories,or any other aspectof MIT

housingand how it affectsstudentlife. Thearticle should
be aound a pae (about 600-700 wds).

You will haveup to 45 minutesto completeyour article.

This is not meantto rush you, but ratherto put an upper
boundon the duration of the experiment.If you complete
thearticle befoe the 45 minutes get the experimenterand
hewill continueto thenext phaself youwish,at theendof

the experimentyour article will be emailedto and/or
printed out so you can havea copy Your article will be
compaed to articles written by others in this experiment
based on a number of criteria.

You shouldhavealreadyreceiveda quidk tutorial with the
Tedh search page, EmacsRA and Margin Notes.Feelfree
to usethesetools as mud or aslittle asyouwishin writ-
ing your article. If you havequestionsnow or during the
experiment please ask theperimenter

The control group task descriptiorasvidentical ecept it did not mention the RA or
Margin Notes.The RA, Margin Notesandtheweb browserwereinstrumentedo log
the articles read and the search terms entered with the search engine.

Emacswas placedin one “virtual desktop”and the web browser was placedin
anotherandsubjectswererequiredto hit a functionkey to changebetweerapplica-
tions. Requiringusersto switch screengandthuslosevisual contet) is anextra bur-
denthat probablyaffectedthe usageof the searchengine.However, the Techsearch
pagetakesmorethanhalf ascreerto display If bothapplicationsverepresenbnthe
samevirtual desktopsubjectswould needto eithericonify or tile the applicationsto
switchbetweerthem.Ratherthanleave the application-switchingtrateyy up to indi-
vidual subjectsthe separatevirtual desktopsverechoserto force conformity Given
theselimitations on screenreal-estatgeven on the 21" display that was used),the
requiremento switch virtual desktopgo accesshe searchengineis well within the
boundsof the normalusagepatternsof a searchengine.Note alsothatbringingup a
full documenin the RA replaceghe currentbuffer, sothe RA hasanassociatedbss
of visual contgt as well.

Thetopic of MIT housingwaschoserfor two reasonsFirst, housingis a topic most
peoplein the MIT communityknow aboutand careabout.In the pastfew yearsthe
MIT administratiorhasmadeseveral controversialdecisionsabouthousing,prompt-
ing severaldemonstrationsit-ins,andlettersto theeditorin schoolnenspapersSec-
ond, it is a topic often discussedn the MIT Tech.Of the 16,240articlesin the Tech
corpus 1,197 (7%) contain theowd “housing.
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After writing the essaysubjectaveregivena post-tasksurwey thataslkedthemto rate
theusefulnes®f thedifferenttoolsused.Thetoolsusedwereratedbasecn how dis-
tractingthey were,usefulnessn the task,how muchthe subjectwould wantthetool
whenperforminga similar task,how muchthe subjectpaid attentionto the tool, and
how often the suggestiong resultsdisplayedwere usefuleven whenthe subjectdid
not follow the resultto seethefull article. Subjectsverealsoaslkedto ratetheir own
expertise with the tools prided and to rate the digulty of the task.

Theessayproducedn thetaskwerecodedalongthreecriteria: overall quality, num-
berof referenceso factsandnumberof references$o Technews articles.Codingwas
blinded:two codersweretrainedwith an exampleandthencodedall essayswithout
knowing whetherthey were control or experimentalgroup. Overall quality was
defined as “good logical flo”

Fourteencontrol group and thirteen experimentalgroup subjectswere tested. Of

these two outliersfrom the control groupviewed a numberof articlesmorethan1.5

timestheinnerquartiledistancefrom the third quartile,andwereeliminated.One of

thesetwo reportedthathe hadfinishedearly andbrowsedthe Techaboutotherissues
for theremainingtime, the otherreportedshehadlittle knowledgeabouthousingand
so wrote about “what thee€h says about housihg.

It shouldbe notedthattwo-thirdsof the experimentakubjectshadnever usedthe RA
or Margin Notesbeforethe experimentand only one had usedthe RA more than
occasionallyA similar task with gpert users wuld be interesting for comparison.

As canbe seenfrom Table3, subjectsfrom the experimentalgroup viewed around
threetimesasmary differentTecharticlesasdid thosein the control group. Within

theexperimentalgroup,subjectsviewedaroundiwo-and-a-haltimesasmary articles
usingthe RA asthey did usingthe searchengine.The differencebetweertotal pages
viewed in the two groupsand the differencesbetweensearchengineand RA use
within the experimentalgrouparesignificantto the 0.01level. Lessthanone-thirdof

the experimentalsubjectsviewed ary documentsthat were suggestecdhy Margin

Notes,andeventhosedid not view mary. Thisis not surprising,sincesubjectsvould

not even seea suggestiorirom Margin Notesunlessthey first usedthe searchengine.
For all practicalpurposesthe numberof timesa subjectusedthe searchenginewas
an upper bound on the number of times gitaNotes vas used.

TABLE 3. Number of unique Tech articles viewed (n=12, n=13)

Search Mar gin
Total Engine Emacs RA Notes
Control Mean 2.8+1.7 2.8+1.7
Control Median 2 2

Experimental Mean 7.32.4 1.9+1.0 4919 0.5+0.5
Experimental Median 8 2 6 0

The numberof uniquearticlesviewed had a significantpositive correlationwith the
subjects expertisein Emacs(r = 0.56,p = 0.05),accountingor 32% of the variance.
Not enoughsubjectshad expertisein usingthe RA to noticeary statisticallysignifi-
cant correlation.

5.2.2 Usage Results
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5.2.3 Preérence Results

5.2.4 Lewel of Distraction

Subjectswho were given all threetools shaved a consistentpreferencdor the RA
over the searchengineandthe searchengineover Margin Notes.As canbe seenin
Table4, seventy-s@en percentof experimentalsubjectsanked the RA astheir num-
ber one choice.(One subjectranked both Margin Notesandthe RA asnumberone
andtwo subjectsdid not useor rankthe searchengineor Margin Notesat all, soper-

centages do not add up to 100%.) Rankings are significant to the p=@I05 le

TABLE 4. Experimental group reported ranking (n=13)

Experimental

Search Engine  Emacs RA Mar gin Notes
% Subjects Who Ranled #1  23% 7% 8%
% Subjects Who Ranked #2 54% 15% 8%
% Subjects Who Ranlked #3 8% 8% 69%

As canbeseenin Table5, the RA wasalsorateda pointhigherthanthe searchengine
(out of s@en) for both usefulness and desirabjlgiven the follaving two questions:

e How useful did you find the [tool] (1-7)?

* If youwereto performasimilartask,hov muchwould youwantto have the[tool]
running and ailable (1-7)?

The differencesbetweenusefulnes®f the searchengineandthe RA arestatistically
significant (p=0.05). The differencesbetweenthe searchengineand Margin Notes
andthedifferencesn whetherthe subjectwould wantto usethe systemagain arenot
significant. Errors are listed to the p=0.0&ele

TABLE 5. Ratings (n=12 contol, 13 experimental)

Control Experimental Mar gin

Search Engine Search Engine Emacs RA  Notes
Found Useful (1-7) 3.17+1.1 3.8+1.3 51+0.7  28%11
Would Want Again (1-7)  55+1.1 48+1.1 6.0£0.8  3.9+12

It wasexpectedthatbecausehe RA andMargin Notesare proactie they would dis-
tractthe user However, the surwey resultsindicatethat this wasnot the case,andin

factthe searchenginewasconsiderednoredistractingthanthe RA or Margin Notes,
thoughnot significantlyso. This statisticmay be off dueto confusionwith the word-
ing of the question.For example,someof the subjectsrespondedhat “the search
enginewasnt distractingat all, | did not useit.” Othersrespondedhat “the search
engine vas &tremely distracting, and therefore | did not use it.

TABLE 6. Reported level of distraction for the different tools (1-7)

Search Engine  Search Engine
(control) (experimental) Emacs RA Mar gin Notes

28+x1.1 26+13 15+1.0 1.8+0.5
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Subjectswere given a maximumof forty-five minutesto completetheir essay and
weregiven a five-minutewarningbeforethe time limit. Almost all userstook up till
thefive-minutewarningor theforty-five minutemark, giving a meantime of 44 min-
utesto write the essayfor the control group and 40 minutesfor the experimental
group. However, only 28% of the subjects(four control group, three experimental
group) statedthat they did not have enoughtime to adequatelycompletethe essay
indicating that subjectswerefilling the time allotted even thoughit was not strictly
necessarylherewasno significantdifferencebetweenthe time taken by subjectsn
the control andx»perimental group.

Therewasalsono significantdifferencebetweerthelengthof essaygroducedn the
control and experimentalgroups,and both groupshad high variance.Control group
essayfada meanlengthof 537 words(standarddeviation = 204 words)andexperi-
mental group essays had a mean length of 527 (standaatiate= 253 verds).

Finally, the essaygshemseleswere examinedandcodedto seeif a differencecould

be found betweenthe control and experimentalgroups.Articles were blinded and

codedfor numberof explicit factsmentioned numberof referencedo the Techand

“overall quality of logical flow.” The scoregyiven by the two codershadcorrelations
coeficients of r=0.8, r=0.75,andr=0.45 respectiely. However, individual variance
amongindividual subjectswas high and no statistically significant differencewas
found between the wvgroups.

Theseresultssupportboth the costvs. expectedbenefitframevork andthe two-sec-
ond-rule.

Usersretrieved betweerntwo andthreetimesasmary documentsvith the RA aswith

the searchengine eventhoughsearchengineusedid not significantlydiminishwhen
the RA wasadded.This resultsupportghe costvs. expectedbenefitpredictionthata
JITIR encouragesetrieving andexaminingnew informationthatwould not otherwise
be examined.The subjectve preferenceusefulnessand distractionratings further

5.2.5 Time Taken and
Article Length

5.2.6 Differences in
Essays

5.2.7 Discussion

support the idea that the documents that were read were actually useful inapme w

This interpretationis also consistentwith subjectcommentsn post-taskinterviews.

For example,two subjectsin the experimentalgroupindependentlicommentedhat
they “would bewriting opinions,andthe RA would bring up thefactsto supporthose
opinionsautomatically This is in contrastto one control group subjectwho com-
mentedthatasa matterof pride hewentto the searchengineto checkhis facts,but it

wasa large effort andhealmostdid not bother Thetrade-of wasbestsummarizedy

anotherexperimentalubjectwho commentedhat“the hits [from the RA] werent as
effective or relevant as the onesfrom the searchengine,but | would never bother
using the searchengin€’ For this user the searchengine producedmore focused
resultsbecausée couldexplicitly controlthe querythatwasused but this additional
accurag was not enough toavrant the additional &frt required.

It is alsointerestingthatsucha large numberof extradocumentsvereretrievedwhen
subjectswere provided with a JITIR. The costvs. expectedbenefitframevork pre-
dicts theseextra documentsare followed either becausethe effort is lower with a
JITIR, becausehe JITIR proactvely providesinformationthat was not expectedto
exist (increasingexpectedbenefit),or both. Assumingat leastsomenumberof these
extradocumentshatwerefollowedwerebecaus®f loweredeffort, thisresultimplies
thatthereis a large advantageto decreasingool-usetime from the roughly ten sec-
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ondsneededo usethe searchengineto the one or two secondseededo usethe
Remembrance Agent. In othepxds, it supports the twsecond rule.

Thisinterpretations alsosupportedyy subjectinterviens. For example,two subjects
commentedhatthe extra effort of switchingbetweenscreenga singlefunctionkey,
plusalossof contet onthe screen)vasa barrierto usingthe searchengine.Clearly
if suchsmall levels of effort are a barrier then minor reductionsof such barriers
shouldhave large pay-ofs. On the otherside,one experimentalgroup subjectnever
usedthe RA at all. He commentedhat he hadtried to usethe mouseto click on a
number but had missed(usingthe mouseto bring up suggestedlocumentsequires
clicking on a singlenumeralwith the mouse) He wasnot very familiar with Emacs,
andfoundthattyping the four characterscontrol-c r <number>"wastoo difficult to
botherbringingup adocumentomparedvith theeaseof typing asinglefunctionkey
to change screens and reach the iaterfwith which he as fimiliar.

Anotherinterestingresultwasin comparinguserknowledgeto searchengineuse.On
averagethe experimentalgroupusedthe searchengineslightly lessthandid the con-
trol group, but the differencewas not significant. However, the two groupsdiffered
greatlyin how search-engin@secorrelatesvith knowledgeaboutthe topic of MIT
housing.In thecontrolgrouptherewasaninsignificantcorrelationbetweeruseof the
searchengineandtopic knowledge(r = 0.19).In the experimentalgrouptherewasa
large and significantnegative correlationbetweennumberof articlesretrieved with
the searchengineandtopic knowledge,accountingor 61% of the variance(r=-0.78,
p=0.002).Therewas no significantcorrelationbetweenknowledge of the topic and
use of the RA. This diérence in the groups can behined as follass.

Information use can either be data-drven or idea-drven. In a data-drven task the
informationthatis availabledriveshow thetaskis accomplishedfor example,a sub-
ject might searchfor anything relatedto “housing” andwrite aboutwhathefinds.In
idea-drventasksinformationis retrievedto supporta topic andlogical algumentthat
is alreadyformed.For example,a subjectmight bewriting abouthigh rentsin Boston
and want some numbers to back up that claim.

TheRA givesinformationthatis relatedto whatis alreadyin a persons ervironment.
Sometimeghe relationshipawill be unexpected but suggestionsvill rarely be com-
pletelyunrelatedo the ervironment.This dependencen local context meansJITIRs
aremore usefulfor idea-driven tasksthanfor data-drven tasks.Given a blank page
the RA cannotoffer suggestionsit needsa contet. Searchengines,on the other
hand,canprovide informationon topicsnotyetin the ervironmentaswell assupport
for alreadyexisting agumentsBecausaet is lesseffort to accessnformationfrom the
RA thanto performa queryusingthe searchengine,it is expectedthatthe RA will
competefavorably for support-typeinformationtaskswhile leaving the retrieval of
information on ne topics to the search engine.

This theoryexplainsthe strongnegative correlationfound in the experimentalgroup
betweensearchengineuse and knowledge aboutthe topic. Peoplewho knew little
aboutMIT housingusedthe searchengineto find information that could form the
coreof theiressayTheRA doesnot helpthistaskaswell asa searctengine whichis
why thereis only a small and stastisticallyinsignificantdrop in searchengineuse
betweerthe controlandexperimentalgroups.Peoplewho knew alargeamountabout
MIT housingoftenhada line of reasonindor their essaybeforeeverlooking for nev
information; they only neededsupportfor their existing aguments.In the control
group subjectsusedthe searchengineto find supportfor the aguments.Subjects
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usingthe RA, on the otherhand,would oftenhave informationsupportingtheir argu-
ments brought up automaticallgmawing the need to use the search engine.

The secondexperimentexamineshow traditional information retrieval relatesto 5.3 Information
JITIRs.As describedn Chapter3.2,informationretrieval algorithmsareusuallyeval-  Retrieval Evaluation
uatedin terms of relevance.Queries,and thus the topics for which relevanceis

judged,are chosensuchthat the databasecontainsinformation relatedto the given (Voorhees 1999)

topic (Voorhees1999) It is arguedin Chapter3.2.8thatrelevanceis nottheappropri- Voorhees, E. and D. Harman,
ateevaluationmetric for JITIRs becauseventhougha suggestioris relevantit may  overview of TREC7,NIST Spe-
not be valuableto a userin his currentsituation.Instead the evaluationmetric pro-  cial Publication 500-2421999
posedis oneof utility, whereutility is broadlydefinedassomevaluewithin a given

taskor ervironment.lt is alsoargued(in the discussionof priors in Chapter3.2.6)

thatJITIRscannotrely onthedatabaseisedbeinga goodmatchfor theusers partic-

ular task,andthat the choice of databasecan make a large differencein the utility

receved from a JITIR.

The primary goal of thisxperiment is to she the follawving:

Therelevanceand utility of a suggestionare correlated,
but only loosely

Thematdt betweerthe corpus,the taskervironment,and
the algorithms used f&fcts the utility of suggstions.

The experimentevaluatesthe relevanceand usefulnesf informationretrieved and
suggestedby Margin Noteswithin the contet of a particulartaskenvironment(writ-
ing or re-readingesearctpapersiandcorpus(the INSPECcorpusandthe MedialLab
email corpus).The relevanceand usefulnesscoreggive indicationsof the quality of
suggestionproducedby a JITIR, at leastwithin this taskervironmentwith this cor-
pus.However, the primary goal of the experimentis to shav thatthe main modeof
evaluationfor traditionalinformationretrieval (i.e. relevancegiven queriesthat are
hand-choseffior a particularcorpus)are not good enoughto predictthe utility of a
JITIR.

It shouldbe notedthat this set of experimentsare evaluating relevanceand utility
within the confinesof a single task, namelyhow suggestionsnight be usefulto a
researchewho is writing or re-readinga papersherecentlywrote. Othertaskscould
be chosensuchasreadingor reviewing a paperwritten by someoneelseor writing
email. OthercorporaandIR algorithmscould alsobe usedinsteadof the onestested
here.The goalis not to shav that the resultsobtainedhereare generallyapplicable,
but ratherto show thatthe methodologyusedto evaluatetraditionallR cannotbe used
reliably for evaluatingJITIRs. For more generalizableesults,Section5.4 describes
the long-term useng@eriments that hee been performed.

MediaLab researcheraereaskedto submitconferencegpapersandarticlesthey had  5.3.1 Method
convertedto HTML andplacedon theweh Two copiesof eachpaperwereannotated

by Margin Notes,oneusingthe INSPECcorpusandoneusingthe MediaLab email
corpus.Thesewo corporaarecloseto the samesize:atthetime of theexperimentthe

INSPEC corpus was 152,860 documentsand the Media Lab email corpus was
183,125documentsBoth are also customizedior a Media-Labaudience However,
theINSPECdatabasés abettermatchfor annotatingesearchpapersThedocuments

in theINSPECdatabasarealsoof higherquality (provide moretrustworthy or useful

information)on averagethanthe email archives. The two corporawerecomparedn
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(Budzik 1999)

Budzik, J., and K. Hammond.
Watson: Anticipating and Con-
textualizing Information Needs.
In Proc. of the 62nd Annual
Meeting of ASIS1999.

5.3.2 INSPEC Relevance
vs. Usefulness Results

this experimentto gain insightinto how muchthe quality of databasaffectsthe over-
all performance of a JITIR.

For this experiment,all sectionswere annotatedegardlessof whetherthe relevance
passeda minimumthreshold A printout of both copiesof the annotatecpaperwere
given to the author In the interactve versionthe keywords for a sectionare only
shavn on mouse-wer, but in the printoutall keywordswereincluded.Also, relevance
scoredor eachsectionwereblanked out soauthorswould not be undulybiased With

eachannotategapera paclet wasincludedthat containedprintoutsof eachcitation
or email suggestedy Margin Notes,along with the following questionsfor each
annotation:

1. How relevant was this citation to your paper in general (1-5)?
2. How relevant was this citation to the specific section it annotates (1-5)?
3. How useful would this citation be if you sait while writing or re-reading
your paper (1-5)?
4. For what reasons might this citation not be useful (circlgadirnthat apply)?
* The cited vork is not relgant enough
* The cited vark is lov-quality
* | already kne about the cited ark
* | don't need ayp more references for this section
e Other:

5. How well do the title, authors and date part of thegimanote indicate the
usefulness of the citation (1-5)?

6. How well does the entire mgin note (title, authors, and date eywords)
indicate the usefulness of the citation (1-5)?

7. Other comments on this citation / annotation?

For the email padlt, the vord “citation” was replaced with “email messdge.

Nine researchergvere asled to evaluatethe annotationsrom the INSPECdatabase
ontheir papersfor atotal of 112 specificannotationsSevenof thoseresearcheralso
turnedin evaluationsfrom the Email databasefor a total of 76 annotations(The
email surey was addedin the middle of the experimentalrun, and two of the
researchertad alreadyleft the Media Lab and could not be reached).This experi-
mental protocolis similar to (and influencedby) the protocol usedby Budzik and
Hammond for ealuating the Vatson systenfBudzik 1999)

Note that this methodologycan producetwo kinds of samplingerrors. First, only
MediaLab researcherandpaperswereselectedwhich may not be representatie of
a larger population. Second,becauseseveral sectionswere taken from the same
papers the indidual sections are not completely independent.

In generakhe INSPECannotationsvereratedhighly for relevance As canbe seenn
Table7, the averagescorewas 3.3 out of 5 for relevanceto the paperin generaland
3.4 out of 5 for relevanceto a specific section.More importantly aroundhalf the
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annotationseceveda scoreof four or five for relevanceto the annotatedgectionand

the paper in general. All errors are wincat the p=0.05 leel.

TABLE 7. INSPEC annotation rating breakdown (5 = best)

Score=1
Score =2
Score = 3
Score =4
Score = 5

Average Scoe

General
Relevance

16%
16%
21%
17%
30%

3.3+0.3

%Score=40r5 47+9%

Section
Relevance

21%
9%
16%
19%
35%

3.4+0.3
54+ 9%

Usefulness
32%
18%
15%
18%
17%

2.7+0.3
35+9%

The resultsin Table7 arefor all annotationsregardlessof whetherthey receved a
high enoughrelevancescorefrom Margin Notesthatthey would be displayedin the
real system.If annotationsareranked accordingto the relevancescoregeneratedy
Savantandthetop 20% of annotationsrecompiled,theresultis a muchbetteraver-
ages for releance, ot not for usefulness. These results arevshio Table8.

TABLE 8. INSPEC “best 20%” annotation rating breakdown (5 = best)

Score=1
Score =2
Score = 3
Score =4
Score = 5

Average Scoe

General
Relevance

14%
10%

5%
19%
52%

3.9+0.7

%Score=40r5 82+16%

Section
Relevance

19%
0%
10%

5%
67%

4.0+£0.7
77+£18%

Usefulness
38%
14%
10%
14%
24%

2.7+0.7
36+£21%

In boththetop 20%of annotationgndthefull set,usefulnesscoresverenotasgood
asrelevancescores.The averageusefulnesscorewasonly 2.7, with only a third of
the annotationgeceving a4 or 5. As canbe seenin Table9, relevancewas almost
alwaysratedgreaterthanor equalto usefulnessThis one-sidedlependences a clear
indicationthat, at leastfor this task,relevancewasa necessarfut not sufficient con-
dition for usefulness.
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TABLE 9. Differ ence between Rel@ance and Usefulness

% Citations with this Gen. % Citations with this Sec.
Difference Rel. minus Usefulness Rel. minus Usefulness
-4 0 0
-3 0 0
-2 4 5
-1 13 13
0 46 36
1 20 27
2
3 4
4 11 11

Thereasongivenfor why acitationmight notberelevantarelistedin Table10. Note
that more than one answer might beegifor a particular citation.

TABLE 10. Reasons citations might not be useful

Reason % Citations for which reason was gien
Not relevant enough 42
Already knev about citation 29
Low quality 12
Citation is avn paper 10
Don’t need more references 7
Other 4

Readersverealsoaslkedwhetherthe annotatiordescriptiorwasa goodindicationof
whetheran annotationwould be useful. As mentionedn the discussiorof Ramping
Interfacesin Chapter3.3.5,the hopeis that bad annotationscan be recognizedand
ignoredwith minimumdistractionwhile still alertingthereadeito usefulannotations.

As canbe seenin Tablell, the information containedin the initial annotationwas

usuallyenoughto determinewhethera suggestiorwould be usefulor not. The addi-
tion of keywords impraed those results.
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TABLE 11. INSPEC suggestion helpfulness (5 = best)

Description Description

Only + Keywords
Score=1 2% 1%
Score =2 10% 9%
Score =3 21% 14%
Score =4 33% 26%
Score =5 35% 50%
Average Scoe  3.9+0.2 42+0.2

As indicatedin Table9, relevancewasnecessanput not suficient for an annotation
to be useful. This resultwas partially dueto the constraintof the taskenvironment
andthe phrasingof the question:*"How usefulwould this citation be if you saw it

while writing or re-readingyour paper?The discussioron the long-termuserstudy
will shav broadercriteriafor usefulnessHowever, it is still reasonabléo expectthat
suggestiongot relevantat all to the currentervironmentwill be no moreusefulthan
ary other randomly selected document from the corpus.

Of particularinterestis the reasonggiven in Table10 for the 14% of citationsthat
wereratedlow on usefulnesgl or 2) but high on generakelevance(4 or 5). Of these
citations, 100% were noted as being not useful becausethe citation was already
known by thepersondoingtherating. Moreover, 68%werenot only known, but were
in factwritten by the persondoing the rating. One might say thesedocumentsvere
toorelevant to be useful.

Thesehighly relevant but not usefuldocumentamein two cateories.Most were
not usefulbecausehey were alreadyknown. While it would be usefulto eliminate
thesesuggestionshroughsomeform of userfeedbackor perhapsa userprofile, they
arenotbadsuggestionsntheirface.ln particular they mightbe quiteusefulto auser
who haslessknowledgeaboutthe paperbeingannotatedi.e. someonavho doesnot
know aboutthe suggestedtitation already The secondcategory of documentsvere
thosethat were so similar that no new informationwas presentedrFor example,one
suggestiorwasfor the citation to the very paperbeingannotatedThis sort of error
occursmorefrequentlyoutsideof this particulartaskdomain.For example,if auseris
browsing old emailsit is almostcertainthat the first suggestionis for the particular
mail beingviewed. No new informationis provided by this kind of suggestionTo
avoid this kind of problemMargin Notesattemptso detectandnot shov documents
thatarealmostidenticalto the currentervironment,but the detectioncannotbe per-
fect becauselocumentsan still differ from the currentervironmentin only trivial
ways.

Finally, it shouldbe notedthatjust because documenis known doesnot meanit is
uselessOf the thirty-threedocumentghat were listed as possiblynot being useful
because¢hey werealreadyknown, 20% werestill givena usefulnesscoreof four or
five. Onesubjectmentionedhat,eventhoughsheknew aboutthe citations,they were
still useful reminders.

5.3.3 INSPEC Results

Discussion
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5.3.4 Corpus and
EnvironmentDifferences:
Media-Lab Email Corpus
Results

Therearealsootherreasons suggestiomight not be usefulasidefrom relevanceor
alreadybeingknown. For example,12% of the suggestionsverelabeled‘low qual-
ity.” Quality, of course,is a subjectve judgement.For example, one citation was
labeledaslow quality becausehe subjectmatterwasa topic thathadbeenexplicitly
discountedy the author:it discussedormalismsfor his field whenhis paperexplic-
itly ignoredformal approachedrinally, it is possiblethatno suggestiorwill beuseful
simply becausehe userdoesnotneedor wantary new informationin the currenttask
ernvironment.

The INSPEC corpusis in mary ways the perfect match for annotatingresearch
paperslt is a goodfit for the task,it is of narrov focusand citationshave all been
througha peerreview procesgo insurequality. To gain someinsightinto the impor-

tanceof a good databasethe sameexperimentwas conductedwith the Media Lab

Email corpus.While still personalizedor the Media Lab researchcommunity the

email corpusis not asclosea matchfor researctpapersijts focusis quite broadand

the quality of email contentavies widely

As canbeseenin Table12, relevanceandusefulnesscoresvereon average0.75(out
of five) lower thanfor the INSPEC databaseSeveral readersalso commentedhat
Email suggestions weraifless useful than the INSPEC suggestions.

TABLE 12. Media Lab Email annotation rating breakdown (5 = best)

General Section

Relevance Relevance Usefulness
Score=1 42% 33% 58%
Score =2 16% 12% 21%
Score =3 11% 17% 16%
Score =4 8% 14% 1%
Score =5 24% 24% 4%
Average Scoe 2.6+ 0.4 2.8+0.4 1.7+0.2
INSPEC Avg
(from Table7) 3.3+0.3 3.4+0.3 2.7+0.3

Differences between thedvwdatabases are all significant at least to the p=0v8t le
As canbe seenin Table13, the reasongyiven for why email might not be usefulare

similarto thereasongivenfor the INSPECdatabasesxceptreasonsveregivenfor a
larger percentage of documents.
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TABLE 13. Reasons email might not be useful vs. INSPEC

% INSPEC Citations

Reason % Email reason gien  (from Table 10)
Not relezant enough 55 42
Already knev information 36 29
Low quality 18 12
Email is from author 4 10

Don'’t need more references 4
Other 4

DifferencesverelesspronouncedetweeremailandINSPECfor how well theanno-
tations indicated whetherthe documentwould be useful. The differencebetween
descriptionsonly aresignificantto p=0.02,differenceshetweendescriptionandkey-
word together are not significant.

TABLE 14. Media Lab Email suggestion helpfulness (5 = best)

Description Description

Only + Keywords
Score=1 12% 0%
Score =2 13% 9%
Score =3 16% 13%
Score =4 35% 44%
Score =5 24% 33%
Average Scoe 34+0.3 4.0+0.2
INSPEC Avg
(from 3.9+0.2 4.2+0.2
Table 11)

Thereare several reasonghe Email corpusproducesiower quality resultsthanthe
INSPECcorpus.Most importantis the suggestion®n averageare lower relevance.
Lower relevancecanbe dueto two problems First, the INSPECdatabasés focused
specificallyon researchopics. The email corpushasa muchbroademrangeof topics,
andthereforethe percentagef documentshatmight berelevantto a particularpaper
is probablylower. Secondthe emailstendto have awide rangein termsof document
length and focus of subject.Thesecanboth causedifficulties for the particulartext
retrieval algorithmbeingused.For example,one particularlylong (fifty page)email
wasgiven asa suggestiorfor several papersandwasalwaysgivenalow usefulness
andrelevang rating. The paperwas incorrectly chosenbecausehe particulartext
similarity metric usedgivestoo muchweightto long documentsThe similarity met-
ric canbefixed by applyingbetternormalizationtechniquesuchasthosedescribed
in (Singhal 1996) but the larger point is that one corpus(the INSPEC corpus,with
relatively fixed-lengthdocumentsj)s a bettermatchfor the particularalgorithmused
thananothercorpus.The problememphasizethe needfor usinganadaptabldrame-
work suchas Savant, wherealgorithmscan be picked on the fly dependingon the
ervironment.

5.3.5 Discussion on
Corpus Diferences

(Singhal 1996)

Singhal, A. et al, Rbted Docu-
ment Length Normalization, in
Proceedings of SIGIR'96.996,
pp. 21-29
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5.4 Long-Term User
Studies

5.4.1 Method

5.4.2 Long-term Log-file
Results

Anothercommentwasthatit is harderto judgewhetheranemailis high quality. Most
INSPECcitationshave gonethrougha peerreview processinsuringaminimumlevel
of quality. Furthermorethe conferenceor journalin which a citationis publishedis
usuallya goodindicationof quality. Email lacksboththeseindicators leadingatleast
onesubjectto commenthatit wasdifficult to tell whethertheinformationin anemail
was accurate.

Finally, INSPECcitationsincludeanabstracthatis intendedo contectualizea paper

The abstractmakescitationseasyto readin isolationandstill understandvhatthey

areabout.Email documentsareoftenwrittenin the context of alargercorversational
thread that is missing when a single email is read in isolation.

The third andfinal experimentlooks at the useof the Remembrancégent, Margin

Notes,andJimmiry “in thewild,” thatis in unconstrainedhaturaluseoverthe course
of mary months.Thesystemdoggedusagepatternsput moreimportantandgeneral-
izablearethestoriestold duringinformal interviens. The primarygoalsof this exper-
iment are to at least partially answer the feilny questions:

What kind of value do peopletgrom a JITIR?

What issues & important for designing a JITIR?

Variousversionsof the RemembrancAgenthasbeenavailablefor free downloadon
the Web since June 1996, and Margin Noteshasbeenavailable for usewithin the
Media Lab sinceJuly 1997. Sincethat time Margin Noteshasundegoneone com-
pleterewrite, the RA hasundegonetwo. In the first four monthsof 2000, five hun-
dredandfour separatenachineslovnloadedhe Remembrancégentfor anaverage
of four uniqguedownloadsper day. Threehundredforty-five peopleare currentlyon
the announce list for future releases.

Userswereintervieved over emailandin person.Therewasno standardsetof ques-
tions; they were asled simply to tell storiesabouttheir experienceggood and bad.
Unsolicitedstorieshave alsocomeup in casualcorversationwith usersThelog files
for six users of the RA were also analyzed.

Thelog files analyzedhereare from six usersof the RA, threefrom the Media Lab
andthreefrom the Internetatlarge.All wereusingtheir own combinationof personal
databased helogsspannedrom threeto sevenmonthsof usagedata.Notethatusers
in this studywereself-selectingin thatonly logsfrom peoplewho hadusedthe RA
for a long period of time wereused.Furthermorepecauseéhe samplesizeis small
these log-file results are not statistically significant and should be tekanecdotal.

Thetotal amountof time loggedfor all six userswas 740 calendardays,312 daysin
which the RA wasactively beingused.In this time period 186,480suggestionsvere
displayed(includingduplicates)197(0.1%)of which werefollowedafterbeingauto-
maticallysuggestetbasedntheuserslocal contect. Basedon this data,userdooked
at approximatelyone suggestiorevery four calendardays,or abouttwo suggestions
perweek.Note thatthis time spanincludesweelends,vacation,andpotentiallyeven
full monthswherethe RA is never turnedon. Countingonly dayswherethe userwas
usingthe RA at all, a userviewed a documentevery 1.5 days,translatingto between
four and fve times a week.
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Whenusersfollow a suggestiorthey areasledto ratethe valueof the documentsug-
gestedrom onethroughfive, five beingthe best. However, ratingis notmandatoryas
forcing usersto rate documentswould add an extra effort to a processwhich is
alreadyhighly effort-sensitve. As expected this led to only 25% of the suggestions
thatwereactuallyfollowed beingrated(49 out of 197),sotheremay be a significant
sample-biasAverageratingwas3.1 out of five, with analmostflat distribution across
all scores.

In all, 104 storieshave beencollectedfrom 34 separateisersof theRA, Margin Notes
and Jimmiry. Storiescomefrom 23 long-termusersof one or more of the systems
(eightfrom the MIT community fourteenwho downloadedhe systenmfrom thelnter-
net, plus the authorand one othercollaborator) seven subjectsfrom the first (essay)
experimentandthree subjectsfrom the second(IR) experiment.Threeof the inter-
vieweesplusthe authorarewearablecomputeruserswho have usedeitherthe RA or
Jimmiry on the wearablecomputer Thesewearableusersinclude Thad Starner the
developerof the Lizzywearablecomputeranda collaboratoron the early versionsof
the RA. Someof thesestoriescomefrom the authors researchdiary; thesestories
will be indicated as such.

The storiesandcommentshave beendividedinto four main areasthe valueof using
aJITIR, issuegegardingthe designof JITIRs,otherissuesncluding privacy andthe
useof a JITIR in alarger communitysetting,andfuture directionsand desied fea-
tures The first three areasare discussedbelow; future directionsare discussedn
Chapter7. While notall the storiescollectedarediscussedthe samplingshovn gives
the flavor and range of usexperiences.

As discussedn Chapter3.2.8,therearemary differentwaysin whichtheinformation
providedby a JITIR canbeof valueto a person.Thesevaluescanbeorganizedin dif-
ferentways,but onesplit is accordingto whetherthe informationsuppliedis usedto
starta new action,to supportthe taskalreadybeing performed,to contextualizethe
task alreadybeing performed,or to entertain.The distinctionsbetweenthesefour
groupingsarenotexactandsomecasesnayfall into morethanonecateyory, but they
give an indication of the range of possible uses a JITIR can ha

Information that prompts a shift in the task being perdrmed. Suggestioné this
catgyory are useful because yherovide information that changes the task a user is
performing in some majoray. One &ample comes from a collaborator whasv
writing a proposal while using Rad@rabtr ee 1998)which is the Microsoft \atd
version of the RA desloped in conjunction with Britishélecom:

[The proposallwasmore or lessfinishedand| wasediting
it. Aimostwherever | wentin this proposalRadarkeptsug-
gestingan emaila colleaguehadsentmethat| keptignor-
ing. | didn’'t associatethis guy with the work that was
being proposed but as it kept bringing it up | thoughtl
had betterhumourit (imagine humouringa pieceof code
for God'ssale!!!) It wasa goodthing | looked,becausée
had attacheda similar proposalfrom someonelsein [the
company]that he thought| might be interestedin. If |
hadnt looked at it and referencedthis other proposalit
would have made mine lookepty silly!

5.4.3 Interview Results

5.4.3.1 \lue of a JITIR

(Crabtr ee 1998)

Crabtree, |.B. et al. Adapt Per-
sonal Agents, iffersonal Bdh-
nologies 2(3) 141-151, 1998
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The authoss research diary logs a similatperience using the RA with email:

Whenl wasthe MIT BallroomDanceClub publicity chair,
someonavrote measkingfor our fall-term schedule | was
busyandwould haveput him off, but it turns out this was
thesecondimehehadwrittento ask.He didn't saysoand
| didn't remembeibut his firstrequesfromtwo weekgre-
vious came up. So | wrote badk immediately saying
“Sorry | didn’t get bak to you sooner’

In another gample from the research diaMargin Notes running on the INSPEC
database produced the fallimg result:

| was looking at the “Shopper’s Eye” project web page
from Andeson Consultingand Margin Notes came up
with a citation for it. Everyonein the group had thought
the work wasnt published.So | sentthe citation to the
group mailing list. While writing the email, the RA (run-
ning with my personal email archives) brought up an
emailthat said one of the group membes had beenat the
confeencewheee the work had beenpublished.Sol also
asled in the email if he had hehtheir talk.

In all threecasegherewasno reasorto expectthatusefulinformationwasavailable,
and in fct the user did novven knav he had an information need. By piding
unexpectedly useful information, the JITIR both increased #peeted benefit of
reading the full tet of the information preided and reduced thefeft of doing so.

TheRA canalsoprovide informationwherethereis aknown informationneedbut the
userdoesnot know that information is available. For example, several usershave
reportedthatthey would bein the procesf askinga questionin email,only to have
the RA answettheir questionfor them.For example,oneof the MediaLab userssent
this mail to the softare agents group mailing list:

Anyoneknow offhand who anonymizecoms competitos
are? | also seemto remembethat someongBell Labs?)
was running an experimentalNym service whee you'd
haveonelD ontheir siteandthey’d createnymsfor youto
useon otherWebsites.. Ah,theRAtells meit wasLucent,
the URL was http://lpwa.com:8000ivhich now mapsto
Proxymatecom. Any other leads?

In the precedingx@ample, the sender of the email found the answer while writing the
guestion, then changed the email to ask avislip question. This pattern is alsad-e
dent in other emails, e.g. this email from the author:

| think | asled this befor, but where’s the twiddler X-
driver... oh, wait — myRAjusttold me Thanksanyway;-).
Sowhens it going to be pointedto from the wearables

page?
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There hae also been seral reported cases where someone hadask RA user a
guestion via email and the RA brought up the anslwesome cases the user of the
RA would hare answered the questiorgaedless, bt the RA reduced thefeft
required to find the answetor example, this entry from the research diary:

My roommatesent me email saying: “Hi Brad, Joanie
mentionedsomeparty shes having tonight, and said |
could get the info fromyou. Are you going?” Thefirst hit
from the RA was Joanie’s invitation, which | would have
had to dig up for him otherwise

Othertimesthe questionvassentto awide mailinglist ratherthanto anindividual. In
thesecaseghereis lesssocialpressureo respondo thequestionandthusthe benefit

of finding an answer is¥eer than it vould be for answering a direct questioor F
example, at one point a user sent email to the Media Lab main mailing list asking if
arnyone could recommend a good dentist in the area. In response to the email, the
authors RA broughtupamessagsentto asocialmailinglist ayearandahalf earlieg
recommendin@particulardentistafew blocksawayfrom MIT. Becausehequestion
wasnotdirectedto anyonein particularandbecaus¢heauthordid notremembethat
recommendation®r adentistwerein his personakmailarchveshewould not have
botheredo searchthearchves.However, the RA bothincreasedhe expectedbenefit

of retrieving thefull documentandreducedhe costof retrieving theinformation.He
therefore forvarded the recommendation to the Media Lab list.

It is alsopossibleto deliberatelyusethe RA asa brainstormingool. Oneof the sub-
jects in the firstxeperiment described hixgerience writing his essay as folls:

It's almost an unfair advantage to have the RA. | just
startedwriting down words to brainstormfor the essay
and read the things it lmught up.

Similarly, oneof the MedialLab usersdescribedhis useof the RA asa brainstorming
tool like so:

...t is alsointerestingto write poetrywith theRAon. | get
a few interestinghits thatwaytoo. Usuallymail pertaining
to my girlfriend or my xe-girlfriends...

In the last tvo examples a specific ratance to the task at hand is less important,
because the task itself is less defined. In such cases a search engine will not necessar-
ily be useful because it is noten clear what the topic of a search should be.

Supporting material. As discussedn the controlled-taskexperimentin Section5.2,
oftena JITIR is usedto bring up supportingmaterialfor algumentshatarecurrently
being made.For example, when peoplewere writing about MIT housingthe RA
would bring up Techarticlesthatbacked up the claimsbeingmade . This classof sug-
gestiondoesnot drasticallychangethe task being performed,but doesaugmenthe
way thetaskis beingperformedn someway. For example theresearchdiarylogsthe
following experience when using the RA on personal email:

While writing email about MP3 piracy and the lawsuits
againstNapster| wasarguing that a lot of lawsuitswere
trying to stoplegal activity. The RA poppedup the 1996
storyaboutC2Netgetting suedby the Softwae Publishes
Associatiorfor not signingtheir “code of conduct. It was
a great example and | had forgottenall aboutit. After
readingthe email,| waswonderingwhathappenedo the
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lawsuit. Thethird hit downwasan ACLU noticefromtwo
monthslater that said the suit had beendroppedafter the
neggative pressit produced but the SFA reservedhe right
to refileit. | includedtheexampleto helpsupportmyargu-
ment.

In this case thexample vas used to add to awisting task, namely to gue a partic-
ular point. The RA can also pride supporting material thatould be retriged by
other means gardless. Anothen@mple from the same discussion onyraght
demonstrates this point:

I was writing [to a mailing list] about copyrightand |

mentionedPamela Samuelsors article about how copy-
right law is beingusedfor censoship.l wantedto include
a URL to the article, so| watthedthe displayas| typed
until 1 had finishedthe sentencethen her article popped
up. Fom thee | got the URL.

In this exampletheultimateoutcomeis notchangedthe URL would have beenfound
regardless), bt the RA saed time and ébrt.

In anotherform of support,severalusersrun the RA over Linux HOWTO files, tech-
nical manualsand referencepages.Often they find the particularinformation they
needis one of the suggestiondeingdisplayed.In thesecaseghe existenceof sup-
porting materialis oftenknown, but it isn't worth a large amountof effort to retrieve
thatinformation. TheJITIR lowersthe costof retrieving theinformationto acceptable
levels.

Information that contextualizes the curent ervironment. Evenif the information
provided doesnot directly affect how the currenttaskis performedit canstill help
contetualizethe currentervironment.For example,oneuserdiscussedow he used
the RA while writing a classpaper The RA suggeste@mailthatwassentto the class
list in previousyears.While hedid not useary of the suggestedformationdirectly
in his paperhesaidit was“reassuringo seethatpeoplewereusingtechnicaktermsin

the sameway | was’ In otherwords,the RA helpedcontectualize his paperin the
broader frameork of students who had already ¢akthe class.

Anotherexampleof contextualizationis whenlarge projectshave mary piecesthat
interconnectln thesecasesthe RA canhelporganizethedifferentpiecesof informa-
tion. For example, Thad Starnerusesthe RA on his wearableto orderhis notesfiles.
Whenwriting anote,if the RA suggests relatedfile hewill combinethe currentand
relatedfile sothatrelatednotesarekepttogether Otherusershave commentedhat
they usethe RA for writing hypertext documentsandoftenwill link suggestioninto
the documeniascontectualizing or supportingmaterial.A userwho downloadedthe
RA from the Internet had a similar usage pattern:

I'm a sociolay Ph.D. studentdoing lots of interviewing
andthe RAis very usefulfor suggestinglinks betweerdif-
ferentinterview transcripts.Also, | useit to suggestother
relevant texts | have written, theowetical papes | have
written, reseach notes, and so forth.
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Another &ample came from a user of Radar (the MicrosaftdWersion of the RA
built in collaboration with British &@ecom):

| was updatingmy CV [and] mostof the emails Radar
camebadk with were job advertpostings.Thatwaspretty

Spook!

In thislastcasetheuserwasnotactively lookingfor ajob, but thesuggestionstill put
his CV into the lager conta&t of jobs that werewailable.

As afinal example,oftenpeopledoingtechnicalsupportvia emailwill getrepeatcus-
tomers;clientswho reporta bug or a problemandthensix monthslater write back
again with a new problem.Several usershave reportedthat the RA hasbroughtup
previous email from clientswriting with problems Sometimegheseemailsgive use-
ful informationlik e the kind of hardwareor configurationthe client has.Othertimes
the new problemis unrelatedto the old, but the suggestiorstill givesthe contextual
informationthatthis is not a brandnew client needingassistancéut is a repeatvisi-
tor. The establishedelationshiphasimplicationsfor the toneof responsegr perhaps
a follow-up on the old problem will be added to the end of the nesponse.

Value for other tasks and entertainment alue. Therehave beenmary casesvhere
thesuggestiorprovidedby the RA or Margin Notesis not usefulor evenrelevantto a
users currenttask,but is valuablefor otherreasonsThis classof suggestions illus-
trated by this recenkample from the research diary:

| waswriting to mymomanddadaboutmythesisdefensge
and mentionedthat Marti Hearst showedup. As | was
describingwho shewas,a suggestion[fromthe RA] came
up for an announcememf a talk shegaveat Stanfod in
1997 (I'm still on someStanfod mailing lists). Theinfor-
mation wasnt usefulfor writing the email to Mom and
Dad becausethey don't needthat kind of detail, but the
announcemenivas usefulto me becauset talked about
someof Hearst's reseach that | didn't know about, but
should have

In this example the suggestiorwasnot usefulfor the currenttask,but wasusefulin a
completelydifferenttask(namely asbackgroundor this thesis).Suchrelevanceto a
different task is not completely by chance, becausste in a persos’life are not
completely disconnected from each otherthis case, the email being writteasv
about a person who attended the authttrésis defense, so it is reasonablexpeet
that suggestions might be related to the research #sbeing defended.

Thereareaalsomary exampleswherea suggestions not usefulfor the currenttask,
but is \valuable because it entertaining For example, one userxeitedly reported:

Your Ph.D.thesistold meto senda list of “Top 10 Things
About ThanksgivingThat SoundDirty But Aren't” to my
friend. So | did.

While writing a friendly letter the RA had suggestedh humor piece that he had
recevedin email sometime before.The subjectwasnot directly relatedto the letter
hewaswriting. However, thetoneof the humourpiecefit thetoneof theemailhewas
currentlywriting, soheincludedit in his messagen this casethe suggestiorwasnot
necessarilyusefulto solvingatask,andit is not even clearwhatkind of information
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5.4.3.2 Design Decisions

could be considered‘useful” when writing a friendly letter. But it was definitely
entertaining, and heasg glad it had made the suggestion.

In a relatedcase,the authorwas browsing the web looking for a distractionfrom
work. He cameacrossa joke page,which wasannotatedy Margin Noteswith sev-
eralmorejoke emails.While not exactly relatedto the pageexceptin basicstyle,the
jokesstill fit thetoneof whathewastrying to do (find distractionsandwereusefulin
the contat of this lager goal.

Another user described the RA as entertaining asiWello

| write alot of emailto mygirlfriend (obviously) Howerer
I find it immenselyentertaining that the RA brings up
emailsfrom my ex-girlfriends...and | do go throughthe
emailsevery oncein a while just to seewhat my ex was
talking about or what | was talking about to my e

Again, the suggestionsrenot usefulto ary particulartaskbeingperformed put they
are entertaining. Finallyhe research diary mentions the faling experience:

I waswriting email to Alan, and one of the lowerdown
suggestionshadthe subject‘quote of theday’ | couldtell
it hadnothingto dowith myemailbecausef thekeywords
— it was only suggestedbecauseat was email from Alan
andit hadtheword “quote” in it (I wasaskingif | could
guotehim in my thesis).But | thoughtit might be cuteto
readsol did. It wasa funnyquoteand| wasglad | sawit.
A random-numbeigenesator could probably have done
just as good a sugstion.

In this last case, the suggestioasicompletely irreleant to the task and itag clear
from the leywords that it vas irrel@ant. And yet the resulting documenasyjudged
to be \aluable. Thisxample also shes hav a good intedice can makup for mis-
takes in the information retn@l process,\n to the point of occasional irrednt
suggestions still beingaluable.

The need bor filtering . Early testingof the RA and Margin Notesshaved the need
for domain-specifidiltering of non-usefulinformation. In particular the keywords
associateavith emailswould oftenmatchbasedon wordslik e “forwardedfrom” and
otherheadeiinformation.Also, whenreadingemailthe RA would often suggestioc-
umentsbasedon the email’'s signaturdine ratherthanbasedon the body of the mes-
sage HTML documentfadsimilar difficultieswith differentkindsof tags,asseenn
this research journal entry:

Soher’s a bizarre hit — I waslookingat someold ragtime
dancemoveson the weamable andthe RAwascorvinced
that it wassimilar to a coupleof webpagesfrom my Dis-
courseclass.Why youask?Well, the dancemovesfile has
all sortsof thingslike “gr ape-vineleft, releaseleft hand,
manturns 180, etc! Thediscousefile is HTML, andthe
relevant part for the RA was things like “<td
align="left’>Oct. 24<td align="left">Intonation and
Speeh Synthesis” etc.
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Fromthesawo examplesandotherlik e themit becameclearthatsomepartsof docu-
ments were not usefulubthat the detection of those useless componemiesds
dependingnthedocumentype. This revelationled to thedocument-typandquery-
type dependent filtering that iswan the template component of\@at.

Accessibility of fields in display The displaysfor the RA, Margin Notesand Jim-
miny areall designedo make it simpleto scanoneor severalfieldswithout necessar-
ily readingthe whole display Someof the trade-ofs discussedn Chapter include
the displayof mary fields of information (even at the costof truncatingsomeof the
longerfields)anddisplayinginformationin fixed-widthfieldsin the RA andJimmiry
so the valuesfor a particularfield type form a single easily scannablecolumn. The
importance of this scanability is skio in this research journal entry:

Someonasled [on a mailing list] if anyoneknowsof a
goodtedhnolagy for printing road maps.I'm busyso I'm

not evenreadingwholeemailslike this; I'm just scanning
them.l wonderto myselfif I havesomethingn my files
abouthis question,and peakdownat the top RA hit. The
subject[of the suggestion]is “Mapblast” but the dateis
from1996sol figure it’s probablynot all that relevantto
today’s technolagy. | don't even bother looking at the
other hits in the list or other fields; | just file his email
without answering it and go on.

In this xkample, thesubjectfield indicates what might be a useful suggestionjie

datefield offers more information that reduces the probability that the suggestion is

useful. Because both fields were easily scannable the aseable to quickly mak
an assessment about whether to look at the suggestion fartblén this case he did
not. The total elapsed timeaw no more than a couple of seconds.

Usershave alsocommentedhatcertainfieldsaremoreimportantthanotherfieldsfor
determiningthe value of a suggestionput that the details of this importanceare
dependenbn the kind of informationbeingdisplayed.For example,oneof the sub-
jectsin the information-retri@al experimentcommentedthat when Margin Notes
truncatedthe title of a paperor journal article it wasdifficult to tell what a citation
was aboutwithout retrieving the entire document.Truncationwas not asmuchof a
problemfor the email databasdecausesubjectlines were shorter This obsenation
led to the database-specific formatting of field-length.

Two-second rule JITIRs aredesignedwith the notion that evaluatingandaccessing
informationshouldbe astrivial aspossible andthatwhenaninformationtasktakesa
smallamountof effort already(ontheorderof afew seconds)smalladditionalreduc-
tionsin effort will have large effects. JITIRs provide informationthat is not useful
enoughto retrieve by othermeanspr atleastarenot expectedto be usefulenoughto
retrieve.

Several examplessupportthis notion. First, Thad Starnerhas commentedthat he
wearsthe Twiddler (the wearablecomputers one-handedeyboard) on his hand
much of the time,\&n when not actely taking notes:

The extra overheadof putting downyour coke canto get
the Wwiddler is too mule — you wort’do it.
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One of the subjects in the essaperiment made a similar comment about using the
RA versus using a hormal search engine:

Hits weren't as effective or relevant as when using the
seach enginebut I'd never use the seeh engine

In both these cases them efort being discussed is quite small, on the ordena fe
seconds. And yet that small fdifence tends to ke a lage efect on usage patterns.

In thereversedirection,oneof the subjectdrom thefirst experimentcommentedhat

he did not use the RA at all and only used the search engine, because he found it too
difficult to click on the line number (a single-character widgeirand typingon-

trol-c r and the number &s “too mawg keystrokes compared to just using the search
engin€’ Here a@in the issue of only aviekeystrokes (plus a less well-kmm inter-

face) has a lge efect on his usage pattern.

Finally, from long-termuseof Jimmiry it hasbecomeapparenthatit is quitedifficult
to bring up andreador evenskim anentiredocumentwhile in a corversationwithout
appearingdistracted.Four main techniqueshave beendevelopedby the wearables
users for these situations:

* Don't bring up full documents at allubuse the suggestion itself to jog normal
memory

* Don't bring up full documents until attention is on another participant in the con-
versation. This technique usually entails noticing a suggestion and ditamgw
for anappropriatgpausen the conversatiorto actuallyretrieve andscanthe docu-
ment.

» Startasentencavith filler, for example“the answetto thequestions..” andwhile
that is being said bring up and quickly scan the rest of the document for the
answer This is a somehat risky move. Starner describes one occasion where he
started to answer a question in class (“what is deixis?") while looking up the
answey but mistypeda key duringretrieval. He woundup saying“Deixis is when
a person... uh, just a secontThe class laughedub also realized that Starner
hadbeenusingthewearableothertimesin thepastwhenhe hadfoundtheanswer
by the end of the sentence.

* Make acommenthatletsotherparticipantsknowv why you aredistractedsuchas
“just a second, let me look that up.

Interestingly thesetechniquesrenot asimportantwhenin a corversationwith peo-
ple who alreadyhave a good mentalmodel of what a wearablecomputerdoesand
how the weareris usingit. In thesecases participantscan notice non-\erbal cues
whena wearableusertypeson the chordingkeyboardor moveshis eyesto the dis-
play. The participanthenusuallypausesvhile the wearableuserretrievesor writesa
note, then continuesas if nothing had happenedSuch effects are quite normal in
other social situationswhere the mental model of everyonein the groupis well
known. For example,professorswill frequentlypauseduring a lectureto allow stu-
dents to write den notes. Such pauses are a normal part of the edrahdiscourse.

Choosing the right databasedr the task. Several usershave commentedthat the
databasehey usehasa large effect on whetherthe JITIR is valuable.For example,
one user of the RA commented:

[The] RAis verypromisingtechnolagy, andl suspecthatl

would find it more usefulif 1 had a more homaenous
databasei.e., | was usuallywriting papes, and | had a
databaseof papess indexed. However, whenl was using
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[the] RA,I wasdoing studenfournalism,doingsomeweb
developmentwriting papes for classesand composing/
readinge-mails.Thestudengjournalismmaterialhadlittle
relevanceto the other categories of data, for example |
suppose | may have just needed gdadatabase

The problem described here is that the class of documeni®thdaly sometimes
matches the usartask. The user suggests géardatabase might help, and to some
extent it will because then at least documentsvegieto the task will be soméere
within thecorpus However, asdescribedn Chapter3.2.6,this solutionbothcauses
corpus to be diluted and adds additional CPU and memory requirements to the
retrieval engine A bettersolutionis for thesystemto automaticallyrecognizeatsome
high level of abstraction what kind of task a user is performing and choose the appro-
priate database accordingBased on the user comment adand others | it, the
RA now can automatically select tkfent databases based on the ssegdjormode
(e.g. mail mode, LagX mode, or net-ives mode). Emacs can automatically set the
users majormode based on the file-namdeansion or the header of the file being
edited, or the user can set his majurde by hand.

Note that this featureof the RA doesnot solve the much harderproblemof com-
pletely understanding users context and choosingthe appropriatedatabaseFor
example,the RA still cannotdetectthat a useris writing an article for the school
newspapeunlesshe hasdefineda specificmodefor this task.However, the choosing
of adatabas®asednthekind of editingtheuseris performingdoesallow theuserto
definesomebasicheuristicsthat canhelp the RA choosethe properdatabaséo dis-

play.

Evenwhena JITIR cannotitself determinewvhatdatabasevill be useful,theusercan
changeto a differentdatabasenanually Lik e therestof the designheuristicsassoci-
atedwith JITIRs,the easielit is to changedatabasethe morelikely it is thattheuser
will doso.Thisexamplecomesrom theauthorsresearcldiary, from atimewhenhe
was running the RA on his personal email database:

| waswriting email to Thad askingabout stories[of his

useof the RA]. | realizedl might havesomethingin my
Jimminy-notesdatabase so | switched databasedo see

Sue enough,l followed two suggestionsfor notestaken

while talking with Thad aboutthe ease-of-accesaspects
of weambles.One of themwassomething could usefor

the thesis.

The RA males it easy to change databases, and alsssatite user to display multi-
ple databases simultaneousifis ease of switching encourages checking sugges-
tions from multiple databases. M Notes requires changing the proxy semort
number to change databases, which in Netscape requires clicking thrauiglydis

of menus and changing a numbgus reloading of the page being annotated. This
extra efort means users of Mgin Notes tend to change databases less often.

Long-termuseof Jimmiry hasshowvn thatthe importanceof differentfeaturesfor a
particulardatabasevill alsovary dependingon the users taskandernvironment.For
example,when going to conferenceghe personfield of a notationis often useful,
becausat brings up information aboutpeoplewho have not beenseenfor a year
However, in the authors day-to-dayuseof Jimmiry neitherthe personnor the loca-
tion field are particularly useful,becausehe authoris a graduatestudentwho never
leavesthe lab. This meanghatthe samegroupof peopleandlocationsareconstantly
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reoccurringin mary situations,andthereforethereis not a strongmappingbetween
thelocationof an eventor the peoplewho arearoundandthe particulartopic of the
event. Thetext notesof notescontainedn thebodyfield, onthe otherhand,arestill a
good indicator of the topic of a particularnote, and tendsto producemore useful
results.Savantusesthe inversedocumentrequeng of the personandlocationfields
to help alleviate this problem;locationsand peoplethat are associatedvith a large
number of notes are automaticallyen less weight.

5.4.3.3 Other Issues Several otherissueshave beenraisedin interviews, including privacy issuesthe use
of JITIRsin acommunityervironment,theattribution of apersonalityto aJJITIR, and
thefactthatthe secondaryasknatureof a JITIR canleadto users forgettingto start
the program.

Privacy. Whena JITIR is usedto retrieve personalinformation (e.g. personalkemail
archives)or publishedinformation (e.g. citationsfrom INSPECor articlesfrom The
BostonGlobe therearefew privacy concernsHowever, severalusersexpresseaon-
cernwhendatabaseweredravn from privateor semi-publiccorpora.Clearlythereis
apossibilityfor violationsof privacy if personatorporasuchasemailarerevealedto
theworld. For this reasondatabasewereonly createdrom corporawhereall users
with accesgo the RA alreadyhadaccesgo the documentsn the corpus.For exam-
ple, only Media Lab userswere allowed accessto the databaseslravn from the
Media Lab mailing list archies#

However, evenwith thesesafegguardsin placeseveral privacy issueswereraised.The
largestconcernwasthatarchives,while public to the Media Lab community arestill
expectedto be readonly by peoplewho areactively searchingor information.One
Media Lab user described the problem in these terms:

| dont like the centalized permanentpublic archiving of
grouplists. My experiencewith the RA highlightsonerea-
son: | often get recommendation®f emails that were
clearly not intendedto be seenbeyondthe original mail
alias audienceFor examplethere are flamesby [other stu-
dents] from years ago (occasionallycomplaining about
otherpartiesin theLab,whowere notaddresseesut who
will likely seethe flamesif they run the RA or someother
tool, or evengrepor readthearchives).l alsogetsimilarly
sensitiveemailsfromothergroups.TheRAis nottheprob-
lem — don't slay the messengr. The problemis the fact
that we have a central archive of sometimes-sensitive
emailsthat is accessibleo too large and varied a set of
people outside the intended audience

(Bennahum 1999) As is mentioned in the alie quote, the problem of arelk being @ailable to an
Bennahum, D. Daemon Seed:  ynintended audience is not unique to the RA, and in recent years this issue has led to
E’A'd e’l‘;‘;';”a’erd'eswred 705, mary corporations instituting email deletion polici@nnahum 1999) However,
& technologies lik the RA reuse aroheés in vays that were not anticipated when the
email was first written and postedoFexample, posters to a class mailing list might

4. Mailing lists areby default notarchived, but mary list administratorgurn on archving. Thesearchives
range from general technical lists (e.g. Weambleslist or thelinux-uses list) to group and class-spe-
cific mailing list archies. All are protected with Unix group file permissions, though most are accessi-
ble to alyone in the Media LakOnly those archis that arewailable to agone within the lab were
indexed, and members of the lab wereaasko name anlists they did not vant to be indeed.
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expectclassmembergo look backthroughthearchves,or evenfor peopletakingthe
classin subsequentearsto look throughthearchives.However, posterswill probably
not pect their emails to appeamsolicited, on other peopdedisplays. This is
sometimes called the “Dejans efect; after the concerns raised when the conypan
Dejanavs started arching and making searchable old netvsearticles.

Evenwhenfiles have beenexaminedand privatedocumentave beenremoved, pri-
vateinformationcanunintentionallybe releasedFor example, Thad Starnerandthe
authorwould often sharenotestaken on eachothers wearablesAll the notesfiles
that were exchangedwere examinedby their respectre ownersbefore-handHow-
ever, afew daysafter“exchangingorains”the authorasked Starnerabouta particular
meetinghe was going to attend.Starnerwas surprised asthe meetinghad not been
publicly announce@ndhe haddeliberatelyremored mentionof the meetingfrom his
notesbeforereleasinghem.However, Jimminy hadcombinedwo differentpiecesof
informationthat, takentogetherindicatedthe existenceof the meeting.This example
shaws the difficulty in removing privateinformation,even whenthe recipientof the
databasés a known andtrustedperson It becomesven moredifficult whendistrib-
uting a corpus to a lger user base.

Group minds and the needdr context. The previous examplepointsout oneof the
moreinterestingapplicationsof JITIRs: the creationof a “group mind” whereinfor-
mationis sharedamongmembersf a communityin anassociatie manner The big
adwantageof agroupmind is thatinformationis likely to berelevantto a personslife
if it is information knavn by other people in hemm community

As wasdiscussedn Chapter3.3.4,it is easierfor a personto processaandunderstand
informationthatshehaspreviously seenA suggestiorof thiskind jogsausers mem-
ory, but muchof the knowledgerequiredto interpretthe suggestioris alreadyin the
users head.Secondeasiesto procesor understands a suggestiorthathasnot been
seenbeforebut wherethe userknows the suggestiors context. For example,theuser
maynot have seena particularsuggeste@mailbut mayknow thesendemandthetopic
being discussedMany of the examplesdiscussedabove fit into this kind of group
mind. Suggestedhformationthatis written for anaudiencehatdoesnotincludethe
user are the hardest to interpret, criualize and understand.

Oneexampleof a misinterpretatiorof an RA suggestiorcamefrom a subjectin the
informationretrieval experiment.One of the annotationdrom the Media Lab email
archveswasanemailfrom a studentin anothergroupat the MediaLab thatjokingly
said “look what I've beendoing” and includeda citation discussingsomeabstract
physics researchin fact, the citation he sentwas from anotherresearcheiat an
entirely differentuniversity that happenedo have the samefirst andlast namesAll
theoriginal recipientsof theemailknew the senderandknow it mustbeajoke. How-
ever, the subjectwho sawv the email did not know the original sendemwell andcom-
mented “vow, | had no idea he as working on that sort of thing.

As anotherexample,anothersubjectin the IR experimentcommentedhatshereada
suggeste@mail discussinghe topic of her paper but shedid notknow if the person
writing theemailwascompetentThis difficulty stemmedrom two sourcesFirst, she
hadnot readthe particularemaillist to which the mail wassent,so shehadnot seen
the senderof the email before.Second email doesnot include a reputationmecha-
nismuponwhich shecouldfind moreinformationaboutthe persorsendingheemail.
The INSPEC databasepn the other hand, included a built-in reputationsystem,
namely the reputationof the peerreviewed journal or conferenceproceedingsn

which the citation is published.
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(Reeves 1996)

Reeves, B. and C. Nas$he
Media Equation: How €ople
Treat Computes, Elevision, and
New MediaLike RealPeopleand
Places 1996

In a final example,when Starnerand the author exchangednotesfiles from their
respectie wearablest was often hardto interpretsubjectlines from the other per-
son’s notes.For example,Jimminy would occasionallydisplaya suggestiorwith the
subject‘linux” from Starners notesfiles. Starnerknewv what informationwas con-
tained in hidinux file, but the author did not.

Social expectations when using a JITIROnceit becomesknown that a personis
usinga JITIR, otherpeoplestartchangingtheir expectationsaboutthe user Several
usershave commentedhat their friends now sendthem questionsfor their RA to
answer For example, one user reeeid mail from a friend asking:

You havea neatemail program, | gather Could you find,
say a time | said to you “you’re just a regular Lloyd
Dobler, arent you?” (or somethingn that vein) — let me
know

Using the RA he found it quicklyut the important point is that people realize that
suchquestionsarelessof aburdento auserof aJITIR andthereforefeel morefreeto
ask them. Once weral people in a group start using a JITIR, especially wherye
one is knavn to use a similar database, then other assumptions are roagearh-
ple, one RA user sent the folmg email to the agents mailing list after loading the
printer (Godzilla) with thesis-bond paper:

Godzillais aboutto be filled with thesispaper If you are
not familiar with the implications of this, pleaselook at
your RA window to seemanytreatisesby Lennyon the
topic. 3)

The implication of his email &as that people should not print while hasaprinting
his thesis, a topic of much flamage a yeavipres when Leny was printinghis the-
Sis.

Attrib ution of personality. In a seriesof experiments ReevesandNasshave shovn
that peoplewill personifytechnology(Reeses1996) True to their results,usersof
JITIRswill often describethemin anthropomorphitcerms.Several of the examples
listed above containanthropomorphismsuchas*l thoughtl hadbetterhumourit”

and“your Ph.D.thesistold meto...” Anotherlong-termuserfrom the Media Lab
commentedhatwhenMargin Noteswould make a badsuggestiorhe would think to
himself“Oh, silly Margin Notes.You think this is relevant becausef thesewords,
but it isn't.”

Forgetting to turn it on. Oneof the moreparadoxicalandfrustrating)aspect®f the
usersof JITIRs is that they often forget to turn on the system.One userfrom the
Media Lab commentedhat the RA was quite usefulwhenhe wasrunningit but he
never rememberedo startit. Another userwho downloadedthe systemfrom the
Internethada similar experience The RA hada bug (now fixed) thatcausedt to be
turned off wheneer the GNUS news-readingprogramwas run. This user com-
mented:

RA would be more usefulto meif | could turn it on and
leaveit on. | find that whenusing GNUS(pgnus)RA only
lastsfor readingonenewsgroupandmustbere-irvoked. |
mostoftenjustforgetto turn it bad on....My lazinessgets
worse:| thinkmyuseof RAwouldbea lot more effectiveif
| remembexd to recatal@ my notes.Mostly, | havebeen
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justtaking[the program] andletting it dowhateverit does
from the collection| first indexed bad with my first ver-
sion.

In spite of this so-called laziness, these users and otheithdéikn claim the RA and
Margin Notes are useful and desirabler though thgforget to start them. When
asled about this seeming contradiction users did net ha &planation, ot it fits
within the efort-accurag frameavork. Unlike directed-use tools such as search
engines, there is usuallyvex a point when a user kme she needs to use a JITIR.
Thewholepointis thatthe JITIR surprisegsheuserwith usefulinformation.Because
theJITIR is usuallyin thebackgroundor auser it is easyto forgetto startthe system
if it is not currently operating.dr¥ this reason, marusers configure the RA to auto-
matically turn on when reading email or when starting Emacs.
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cHapTER6  Reated Sysens

In the sciences, we@now uniquely privilged to sit
side by side with the giants on whose sholaes
stand.

— Gerld Holton

This chapterdescribewotherJITIRsaswell assystemghatarerelatedbut donotqual-
ify asJITIRsunderthestrictdefinitiongivenin Chapterl.1. Thelist providedhereis
notintendedto bea completeannotatedibliograply, but ratherto showv therangeof
techniques being pursued in this fieldr Eheoretical wrk related to this research,
see Chapte3.

The systemadescribedn this sectionhave all threefeaturesrequiredto be a JITIR:
proactvity, aninterfacethatis accessibléut non-intrusve, andadependencenlocal
contet to producesuggestedhformation. Thesesystemsanbedescribedn termsof

how they selectthe informationthey provide andhow thatinformationis displayed.

In otherwords,they canbe describedn termsof informationretrieval andinterface
design.The informationretrieval methodsusedcanbe further broken down into the
amountof historythatis consideredo belocal contet, how structuredhelocal con-
text thatis sensedeeddo befor the systemto work, andhow structuredheinforma-
tion provided by the systemneedsto be. The interface designcan be describedn
termsof how muchunrequestethformationthe systemprovidesversushow muchit
requiregheuserto dig for information,i.e. how the systemtradesoff accessibilityfor
non-intrusvenesof the interface.Neitherend of ary of thesefour spectrais better
thantheother;theseareall trade-ofs thatmustbe madebasedn theernvironmentfor
which a systemis beingdesignedEachof thesespectraaredescribedn moredetail
below.

Amount of history used.Chapter3.2.4 describeauser profiles and local contet as
two endsof a continuumof informationsourcesa proactve informationsystemcan
useto provide a userwith usefulinformation.At oneendof the spectruma userpro-
file includesinformationabouta personthat changesslownly over time, e.g. her his-
tory of actionstaken, herinterestsherjob title, or her mailing addressAt the other
end,local context includesinformationabouta personthat changesjuickly, e.g.the
room sheis in, the personsheis talking to, or her currenttopic of corversation.In
betweerthesetwo endsis informationthat change®ver the courseof hours,daysor
weeks,e.g.hermain projectfor the week,the destinatiorof a trip shewill betaking
in afew days,or the Birthday presentshewantsto buy sometimewithin the month.

6.1 Other JITIRs
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By definition,a JITIR relieson local contet to determinewhat informationis valu-
ableto a user but systemghat qualify asJITIRs canstill vary with regardto exactly
where on the continuum théall as long as thetend tavards local contd.

Reliance on the structue of the local contextSome JITIRs rely on the domain-
specificstructureof the local context to determinewhatinformationto provide. This
relianceon domain-specifidocal context canimprove the performanceof a JITIR.
For example,Margin Notesrelieson knowledgeaboutthe structureof HTML docu-
mentsto parseweb pagesinto sectionsHowever, suchreliancealsomakesit harder
to apply the techniques used by the JITIR to other domains.

Reliance on the structue of the copus.JITIRs can also rely on the domain-spe-
cific structureof the corpusof informationthe JITIR provides.For example Jimmiry
relieson the fact that the databasef notestaken on the wearableare all annotated
with information aboutthe users physical environmentwhen the note was taken.
While Jimmirny canstill fall backon puretext-retrieval whenusinga non-annotated
databasemuch of its functionality is lost. As with the relianceon structurein the
local contet, relianceon structurein the corpuscanprovide additionalperformance
at the cost of generality

Accessibility versus intrusivenessAs discussedn Chapter3.3.3, thereis often a
trade-of betweenaccessibilityand non-intrusvenessn a JITIR interface.Different
systemawill fall at differentpointsalongthe continuumbetweerpresentingnforma-
tion early (maximizing accessibility) and providing almost no information until
requested by the user (maximizing non-intraeess).

FIGURE 18. Dimensions of the RA, Magin Notes and Jimminy

J RA, MN
User profile i i Local contet
Structured J MN RA Unstructured
local contet | | | local contet
Structured J RA, MN Unstructured
corpus | | corpus
P , RA, MN _

Accessibility J R Non-

| intrusiveness
J = Jimmiry

MN = Margin Notes
RA = Remembrance Agent

Figure18 shaws the placementf the RA, Margin NotesandJimmiry alongthe four
dimensiongdescribedabore. Suchplacements subjectve, but givesa roughideaof
wherethe systemsstandin relationto oneanotherAll threesystemgely ontheusers
currentcontext morethanaspectf herhistory Jimmiry is positionedslightly more
towardsthe userprofile becauset doesrely on which featureshave changedwithin
thelastminute,in orderto setthefeaturebiasesThe RA canimprove performancéoy
relying onthe structureof thelocal contet or corpus(usingthetemplatesystem)but
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canalsooperateeasilywhenthelocal context or corpusis raw unstructuredext. Mar-
gin Notesusesthe samecorporaasthe RA but relieson thefactthatthelocal context
is HTML, while Jimmiry requiresan annotatedcorpusof notesand a local context
that includesinformationfrom the physical world in orderto work asintended.All
three systems are designed to equally trafacokessibility and non-intrugness.

Watson(Budzik 1999)is a JITIR thatproactvely suggestinformationfrom the Web
basedon a user'scurrentweb pageor Microsoft Word document.Resultsare clus-
teredanddisplayedn aseparatevindow, with thetitle of eachwebpageappearings
aone-linesuggestionClicking onthe suggestiorine bringsup the suggestegagein
the web brawset

To producesuggestionsyWatsonanalyzesthe contentof the documentthe useris
manipulating,identifiesthe mostimportantwordsin the documentand sendsthose
wordsto a third-party searchenginesuchas AltaVista! Watsoncan also usemore
domain-specifithird-partysearchenginesFor example wheneer a Microsoft Word
user createsan image caption, Watsonwill retrieve imagesfrom the ArribaVista
image search engihthat might match that caption.

Watsonalso hasa semi-proactie modethe designerscall queryin contet. In this
mode,a userspecifiesa queryin an entry field in the Watsonwindow, just as she
would in a normal searchengine.Watsonthen sendsthe query to AltaVista, aug-
mentedwith termsfrom the users currentlocal context. The web pagesreturnedare
related to the usex’query as well as the coxrt®f her current task.

FIGURE 19. Dimensions br Watson
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Like the RA, Watsonreliesalmostentirely on the users currentlocal context to find
useful information, rather than relying on a user profile or historical information.

While WatsonusesgeneraldatabasesuchasAltaVista, it alsousesdomain-specific

heuristicswherepossible For example thewordsthatarechoserfor usein thequery
sentto the searchengineareselectedasedn the partof the documenthey arefrom
(title, section,top or bottom of document) the font usedfor the word, whetherthe

word appearsn alist, anddomain-specifiheuristicssuchaswhetheraword appears

1. http://wwwaltavista.com
2. http:/lwww.arribavista.com

6.1.1 Watson

(Budzik 1999)

Budzik, J. and K. Hammond.
Watson:AnticipatingandContex-
tualizing Information Needs. In
Proc.ofthe62ndAnnualMeeting
of the ASIS1999
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6.1.2 Suitor

(Maglio 2000)

Maglio, P, et al. SUIDR: An
Attentive Information System. |
The Poc. of IUI 2000 January ¢
12, 2000, pp. 169-176

in the navigation bar of a web page.As mentionedearlier Watsonalsousesdomain-
knowledgeto find imagesthat matchpicturecaptions.The corpus,on the otherhand,
is relatively unstructuredecaus&Vatsonuseshird-partysearchenginesWhile Wat-
sonmay occasionallyusedomainknowledgeabouta databasde.g.the fact thatthe
databasés animagesener), in normaluseWatsononly relieson a documenthaving
anassociatedRL. Finally, Watsondisplaysaroundtenfull web-pagditlesin asepa-
ratewindow. For this reasonthe interfacefor Watsontakesup moreroomandatten-
tion than doesthe interfacefor the RA, in exchangefor making more suggestions
easily accessible.

The Simple User InterestTracker (Suitor) (Maglio 2000) watchesa person’'sweb
browser word processqrand otherapplicationsand provides news and stockinfor-
mationin a scrolling displaydirectly above the taskbar at the bottomof the screen.
Suitorbuilds amodelof ausersinterestdby watchingwhatapplicationis beingused,
whatweb pageis beingviewed, whattext is beingtyped,andwherethe useris look-
ing on the screerbasedon an eye-tracler. The choiceof what news andstockinfor-
mationto displayis thenbasedon this short-termuserprofile thatis built up over the
course of seeral hours.

Suitor is basedon a blackboardarchitecturewith multiple agentseachlooking for

domain-specifiecnformation.For example,if apersons lookingatthelBM webpage
andalsolooking atfinancialpagespneagentwithin Suitorwill tell thesystento dis-

play IBM stockquotesatregularintervals.If he startsusingMicrosoft Word, another
agent will tell Suitor to display tips on using M®nd.

FIGURE 20. Dimensions br Suitor
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Suitor basests suggestiongn the interestsa userhasshovn over the courseof sev-
eralhours.For example,if the userviews a web pageaboutEuropethenfor the next
few hoursthe scrolling suggestiorheadlineswill tendto shav news headlinesabout
Europeandtravelling. Theadwantageto usinga short-termprofile is thata morecom-
pletemodelof the users interestscanbe built by watchingmultiple actions.The dis-
adwantageis that suggestionsnay no longerbe relatedto the users currentinterests.
Suitordoesnot rely muchon the structureof the users local context, althoughit does
monitorwhatapplicationis beingusedandmakesassumptionsboutthe usersinter-
estsbasedon thatinformation. The corporausedare currently structurede.g. stock
information is shavn wheneer a personshavs interestin a particular compauy.
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Finally, Suitor initially shawvs only a single headlineor stock quote.Only whenthe
user clicks on the scrolling display will he raeebpther information.

Letizia (Lieberman 1997) automaticallyrecommendsveb pagesa personmight
wantto visit, basedn ashort-termuserprofile andthewebpageheis currentlyview-

ing. Letizia automaticallycreatesa userprofile by compiling keywords containedn

previous pagesviewed by theuser It thenactsasan “advancescout; following links

from the user'scurrentweb pageandbringing up thosepagesn the “local neighbor-
hood” thatmatchthe user'sprofile. In the RA, Margin NotesandJimmiry the source
of suggestedhformationis static(thoughslowly updatedandthe user'scurrentcon-
text is usedto retrieve this information. Letizia is just the opposite:the sourceof

informationis the users currentlocal context (the pageslinked to from his current
web page) anddocumentaresuggestethasedn the user'sprofile thatchangesover
thecourseof hoursor days.Letizia shavs theentiretyof arecommendetlVebpagein

a separatevindow ratherthanpresentinga summaryof potentialhits andletting the
user pick which suggestions to wie

FIGURE 21. Dimensions br Letizia
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As mentionedabove, Letizia basesits suggestionon a user profile that can be
updatedover the courseof days,althoughthe corpusis basedon the users local con-
text. Letiziareliesonthefactthatthe useris in aweb-bravsing ervironmentfor both
the creationof the userprofile andfor suggestingdocumentsalthoughit usesstan-
dardtext-retrieval techniquegTF/iDF) to do the final matchingof a suggestiorto a
users profile. Finally, Letizia shavs the entirety of a suggestedveb pagewithin a
largewindow. This interfacemalesit easyto readandaccesghe suggestegage but
is more intrusie and taks more screen real-estate thayuld a ramping integce.

FIXIT (Hart 1997)is a JITIR embeddedvithin an expert systemfor copy machine
repair Basedon the users interactionwith the expert system,FIXIT automatically
bringsup copierrepairmanualpageselatingto thefault beingdiagnosedit usesthe
table of contentsfor the repairmanualto find useful pagesbasedon the diagnosis
producedy the expertsystemWhile thetechniquesisedaredomain-dependenthe
corpus(manualpages)s alegacy systemandwasnot hand-annotatefibr usewith the
system.

6.1.3 Letizia

(Lieberman 1997)

Lieberman, H. Autonomous
Interface Agents. IfProc. of
CHI'97, March 1997, pp. 67-74

6.1.4 FIXIT

(Hart 1997)

Hart, P and J. Graham. Query-
free Information Retrieal. IEEE
Expert / Intellignt Systems &
Their Applications12(5), Sep-
tember / October 1997.
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6.1.5 VebWatcher

(Joachims 1997)

Joachims, Tet al. \ébWatcher:
A Tour Guidefor the World Wide
Weh In1JCAI'97, 1997

FIGURE 22. Dimensions br FIXIT
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FIXIT usesa users currentstatein a diagnosisprocedureto find relevant manual
pagesalthoughthe users previousresultsin trackingdown a particularfault arealso
used.The primary featureof FIXIT is thatits information retrieval algorithmsrely
very heavily on the particularstructureof the local context andthe structureof the
manualpagesbeing suggestedin this case,the local contet is the potentialfaults
being proposeddy the expert system(basedon a Bayesiannetwork), which mapto
topic headingdrom the table of contentsfor the manualthat formsthe corpus.This
relianceon known structuremakesFIXIT well suitedfor therepairof a particularset
of copiers,but also makesit difficult to transferthe techniquesusedor the system
itself to a differentdomain.Finally, by default FIXIT only displaysa smallicon next
to aline of outputfrom the expertsystemjndicatingthata manualentryis available.
Clicking ontheicon bringsup a separatavindow containingsereral suggesteanan-
ual pagesthat may be usefulin the repairtechnicians currenttask. This interfaceis
especially non-intruse, at the cost of making the information harder to access.

WebWatcher(Joachims1997)is similar to Letizia, in thatit recommenddinks from
the currentweb pagebeing bronvsed,basedon a short-termuser profile. However,
WebWatchercannotsuggestlinks beyond the narrov set of pagesfor which it is
installed.For example WebWatcherwasinstalledto actasa “tour guide” on the Car-
negie Mellon University computerscienceweb pagesput could not work outsideof
that setof pages.nsteadof automaticallylearninga userprofile basedon previous
useractions(asLetizia does),WebWatcherexplicitly asksa userfor hercurrentgoal
or interestwhen shegoesto WebWatchers front page.The users statedinterestis
usedto determinewhich links from a pageshouldbe recommendedyasedon link/
interest pairings that ke been learned from prieus users of the system.
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FIGURE 23. Dimensions br WebWatcher
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Like Letizia, WebWatcherbasests suggestionsn a short-termuserprofile, with the
pool of possiblesuggestionsliravn from the links off of the users currentweb page.
WebWatcheralsorelieshearily onthelink structureof thewebto learnwhatlink to
suggest.Links are suggestedy comparingthe users statedinterestto the link’s
descriptiontext plusthe interestsof all userswho have followed the link. Compari-
sonsare basedon a standardTF/iDF documentretrieval algorithm. Links are sug-
gestedby addinga pair of smallicons aroundthe link itself. This interfaceis very

non-intrusve, but doesnot give ary informationaboutwhy alink is beingsuggested.

However, the usershouldstill be ableto guesswhy alink is beingsuggestedgiven
that all suggestions are based on thavords stated by the user at the start.

The Peacel ove, andUnderstandingachine(PLUM) system(Elo 1995)will auto-
maticallyaddhyperlinksto disastemnews storiesto bettergive areadera personalized
understandingf the news. For example,a reportthat 220 peoplewerekilled in an
Earthquakin asmalltown in Japarwould containhyperlinksfrom thenumber‘220”
to adescriptionof what percentagef the populationwerekilled andhow mary peo-
ple that percentageauld be in the reader'svo home tan.

FIGURE 24. Dimensions br PLUM
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6.1.6 PLUM

(Elo 1995)

Elo. S.,PLUM: Contetualizing
News for Communities Thugh
AugmentationMasters thesis,
MIT Media Arts and Sciences,
1995
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6.1.7 Context-fvare
Archeological Assistant

(Ryan 1998)

Ryan, N., et al. Enhanced Reality
Fieldwork: the Contet-aware
Archaeological Assistant, in
ComputerApplications in
Archaeolay 1997, 1998

PLUM actuallyusesboththe users local contet (the disasterstory sheis readingon

theweb)andalong-term,staticuserprofile thatcontainshe users hometavn. Based
on the users hometavn, informationin the article suchaspopulationsizesandgeo-
graphicregionsare contetualizedwith informationthe usercanunderstandPLUM

relieson the fact that disasterstoriestendto fit a known structure,andit parseghe
naturallanguagéext to extractthisinformation.The corpusof informationprovided,
on the otherhand,is designedspecificallyfor the system.PLUM is very non-intru-
sive; wordsareturnedinto hypertext links but no otherinformationis added.How-

ever, like with WebWatcherthe usercan usually guesswhat kind of informationis

behind a link basedon knowledgein the users head(her knowledge about how

PLUM works) and knwledge in the wrld (the words that mads up the link).

The Contet-aware ArcheologicalAssistantRyan 1998)is a mobile systembuilt for

takingarcheologynotesin thefield. The systenmrunson eitherthe Palm Pilot or New-

ton hand-heldcomputersconnectedo a Global PositioningSystem(GPS). Notes
written usingthe systemareautomaticallytaggedwith the users currentlocation.As

the usermovesaround,notesthat weretaken in the areaappearasiconson a small
mapdisplayedon the hand-held The ArcheologicalAssistantis very similar to Jim-
miny, asbothretrieve automaticallyannotatedotesbasedn the users currentphys-
ical context.

FIGURE 25. Dimensions br Archeological Assistant
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The ArcheologicalAssistantonly usesthe users local contet (his location)to sug-
gestdocumentsHowever, unlike Jimmiry, suggestiongre only displayedbasedon
location;thereis nofall-backto othercontent.This makesthe Assistanthighly reliant
on the particularformat of the dataandlocal context beingsensedThe interfacefor
suggestingnformationis quite subtleand non-intrusve: individual notesappearas
small boxesoverlaid on top of a mapof thetrail the userhaswalked. Clicking on a
square brings up the entire note.

124



XLibris (Price 1998)is a JITIR thatprovidesinformationbasedon adocumenbeing
readin large pen-basedomputer Documentsare suggestedasedon a query con-
structedfrom the wordsthatarehighlightedor otherwisenearannotationghe reader
hasmadeusingthe pen.Suggestionshenappeaiin the maigin of thedocumentyep-
resentediy a thumbnailimageof a document.The developersnote that thumbnails
areusefulfor recognizingpreviously viewed documentdasedon the shapeandflow
of thewordson the page,but arenot goodfor recognizingnew informationbecause
the words are too small to read.

FIGURE 26. Dimensions br XLibris
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XLibris usesonly thetext of adocumenthathasbeenhighlightedor annotatedy the
user soit useshighly localizedcontext (notevenspanninga singlepage).Thesystem
reliesuponuserannotationgo identify importantregionsof thetext, but beyondthis

ary text canform a query The corpuscanbe ary form of text, and no structureis

expectedor used.Finally, theinterfaceis designedo be non-intrusve. Like Margin

Notes,theinterfaceuseshe placemenbdf the suggestiorio indicatewhatinformation
a suggestiorregards. However, unlike Margin Notes, XLibris only usesthumbnail
iconsof the suggestediocumentjradingoff accessibilityof the informationfor non-
intrusiveness of the inteate.

Thesystemslescribedn this sectionarerelatedto JITIRs,but do not meetall thefea-
tures required by the definition.

Forget-Me-Not(Lamming 1994)is a portablecomputersystemthat automatically
detectsvhereapersonis, who heis talking to, andotherinformationandstorest in a
diary. Forget-Me-Notis similar to Jimmiry in that information is annotatedand
stored,but Forget-Me-Notcontinuouslyand automaticallystoresinformationto its
diaryfile while Jimmiry only logsa persons physicalcontext whenheis actively tak-
ing notes However, Forget-Me-Notis nota JITIR becausét doesnot proactvely pro-
vide information: it canonly be usedto answerexplicit queries.For example,the
diary canbe queriedto answermuestionsuchas“who wasit thatl raninto after| got
off the phone with Joe?”

6.1.8 XLibris

(Price 1998)

Price,M. etal. Linking by Inking:
Trailblazing in a Bperlike
Hypertet. In The Poc. of Hyper-
Text'98, 1998, pp. 30-39

6.2 Other Related
Systems

6.2.1 Forget-Me-Not

(Lamming 1994)

Lamming,M. etal. Thedesignof
ahumanmemoryprosthesisThe
Computer durnal, 37(3):153-
163, 1994
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6.2.2 Nomadic Radio

(Sawhney 1999)
N. Savhney and C. Schmandt.
Nomadic Radio: Scalable and

Contetual Notification for Véar-

able Audio Messaging. IRroc.
of CHI'99, 1999

6.2.3 Audio Aura

(Mynatt 1998)

Mynatt, E. et al., Designing
Audio Aura. InProceedings of
CHI'98, 1998, pp. 566-573

6.3 Other Interface
Techniques

NomadicRadio(Sawhney1999)is a wearablesystenthatdeliversnews, voice mail,

andemailvia audio.Informationis playedinto two shouldesworn spealers, starting
with low ambientsoundsandthenscalingthroughlevels of intrusvenesgrom a sub-
tle auditory cueto full foregroundpresentatiorof the messageThis system,which
Sawvhney calls Dynamic Scaling is similar to a ramping interface but with a few

importantdifferencesRampinginterfacesaredesignedo malke it simplefor theuser
to decidewhatlevel of informationshewishesto receve. If shedecidesnformation
is not valuableshe can simply not look further A dynamicscalingsystem,on the
other hand, follows a pre-determinedsequenceof increasingintrusveness,and it

requiresactiononthepartof theuserto nothearmore.This differencestemsfrom the
factthatNomadicradiois audiowhile the rampinginterfacesdescribedn this thesis
arevisual.lt is easyto avertone’s gazeaway from a suggestiorandthusnot seemore.
It is much more dffcult to “avert ones$ ears” and not hear another stage.

To keepthe interfacefrom beingdistracting,NomadicRadiousesthe users history,
his local context andtheimportanceof the messagéeingplayedto decidehow intru-
sive amessagahouldbe. If the userhasnot recentlyusedthe system|f sheis in the
middle of a corversation(asdetectedsia the microphone)or if amessagés unimpor-
tantthenthe systemwill follow a relatively non-intrusive rampfor outputtinginfor-

mation. For example, the systemmight play a quiet soundof water running that
slowly increasedn volume(thusgettingthe users attention) followedby anauditory
cueanda shortsummary The full body of the messagevould only be playedif the
userrequestst. Ontheotherhand,if the systemexpectsthatthe useris notbusyor if

a messages judgedto be importantthena fasterambientsoundand perhapsa full

preview will be played.The systemalsomaintainsa modelof how interruptiblethe
useris at the momentand usesmachinelearningtechniquego changethat model
basedn how oftenthe useroverridesthe defaultlevel of dynamicscalingwith which
a message is played.

NomadicRadio proactively providesinformationin an accessibleyet non-intrusve
manneybut it doesnot chooseheinformationto provide basedon auserslocal con-
text, so it does not count as a JITIR.

Audio Aura (Mynatt 1998)is anotheraudio-baseavearablesystenthatusesambient
soundto automaticallyindicateemail, groupactvity andinformationdeliveredbased
ontheuserslocation.Thegoalof Audio Aurais to presenserendipitousnformation
via backgroundaudiocues.Theinformationprovidedis oftentied to the users physi-
calactionsin theworkplace e.g.whentheuserpasse$y anoffice shehearshename
of the personwho works there.Like NomadicRadio,one main researchgoal of the
systemis to provide audioalertsin an accessibleyet non-intrusve manner This is
accomplishedy carefully choosingsoundswithout sharpattacks high volumelev-
els, or substantial frequencontent in the same general range as huroeeyv

Several techniqueshave been proposedfor the presentationof information in an
accessibleyet non-intrusve manner Thesetechniguesinclude augmentedreality,

ubiquitouscomputingand ambientinterfaces,and variousinterfacesfor presenting
hypertet information. Eachof thesekinds of techniqueswill be briefly described
below.
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AugmentedReality (AR) is the overlay of a computergeneratedyraphicson top of a

persons vision of the realworld. For example,Columbias KARMA system(Feiner

1993)useda head-upisplayto overlaygraphicalinstructionsanddiagramson top of

real-world devicesto aid in taskssuchas copy machinerepair (Rekimoto 1998)
describesimilar systemwherea personwearsa see-througthead-updisplay which

displaysgraphical‘post-it notes”thatappeaito float on top of realobjects.By track-

ing a persons headpositionvia a CCD cameramountedon the display the computer
system can me the graphicalwerlay as if it were a part of the y#ical world.

While augmentedeality is usually associatednly with graphicaloverlay AR can
alsobe thoughtof aswhat might be calleda deictic interface aninterfacethat uses
therealworld to contextualizetheinformationbeingprovidedby linking theinterface
to component®f the realworld. For example,in Rekimotos systema virtual post-it
notemight be “attached”’to a VCR andread“don’t usethis, it's broken” The inter-

faceitself is usingthe real-world objectthatis physically collocatedwith the post-it
noteto let the userknow the objectto which “it” refers.Audio Aura usesa similar

techniqguewhena nameis spolennext to a persons office. Thelocationin which the

nameis spolen (a featureof the physical world) is associatedvith the virtual infor-

mationbeing provided (the name).Sucha systemmight be thoughtof asa form of

audio augmentedeality. Taking the metaphorone stepfurther, theinterfaceof Mar-

gin Notes could be considereda form of augmentedreality (though most AR

researcheraould probablydisagree)Margin Notesusesa partof therealworld (the
users web browser, his primarytask)to indicatewhat sectionof the web pagea par-
ticular annotation gards.

While AR integratescomputergeneratedyraphicalinformationinto the real world,

the goal of ubiquitouscomputingis to integratecomputationaklementshemseles
into therealworld (Weiser1993) For example,smallamountof computatiorcanbe

integratedinto walls, nametags,andpiecesof furniture.Ubiquitouscomputingshares
mary of thesamepromisesasdoesaugmentedeality: thelocationof informationcan

be usedto help corvey informationin a way thatis easily processe@nd conteual-

ized. In the abore example,insteadof a virtual post-it note appearingon a head-up
displayannouncinghatthe VCR is broken, a small computerdisplayin theroomor

on the VCR itself wuld announce theaét.

Ambient interfaces(Ishii 1998) are anothermethodfor providing informationin a
non-intrusve mannerTheideais thathumansanprocessnary kindsof information
“in the background'while still concentratingon a primary task.For example,a per-
soncantell if thereis a lot of traffic outsideof her office without being distracted,
becausehetraffic soundshave becomea partof the backgroundPeoplewho design
ambientinterfaceshopeto capitalizeon this ability by corveying informationin the
form of abstractight spotson thewall, the soundof wateror rain dropsfalling, or the
level of light in aroom. The adwvantageto suchinterfacesis they tendnot to be a dis-
traction.However, it is alsodifficult to corvey alargeamountof informationthrough
such interéces.

6.3.1 Aigmented Reality

(Feiner 1993)

Feiner S.etal. Knowledge-base:
augmented realifCACM,
36(7):52-62, July 193

(Rekimoto 1998)

Rekimoto, J. et al. Augment-ab
Reality: Situated Communica-
tions Through Pysical and Digi-
tal Spaces. IISWC'98 1998

6.3.2 Ubiquitous
Computing and Ambient
Interfaces

(Weiser 1993)

Weiser M. Some Computer Sci
ence Issues in Ubiquitous Corr
puting.CACM, 36(7):75-84July
1993

(Ishii 1998)

Ishii, H. et al. ambientQOM:
Integrating Ambient Media \ith
Architectural Space, iRroceed-
ings of CHI'98 1998, pp. 173-
174
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cHAPTER 7 FutureWbrk and
Conclusons

A work of art is neer completed, only abandoned.
— Paul \aléry

Thereareseveral directionsin which this researcltanproceedThesedirectionscan
be cateyorizedinto five broadareasimproved personalizationmachinelearningand
maintainingstate improved usercontrol,communityvareapplicationsandextending
the toolkit. Each of these areas will be discussedabelo

In the systemgdescribedhe only personalizatioris throughchoosinga personalized  7.1.1 Improved
Personalization

databas@andthe settingof a few minor customizatiorvariables.This is becausehe
researchfocuseson presentingnformation basedon knowvledge of the world (local
contet) ratherthanknowledge of the user(personalprofile). However, hybrid sys-
tems could be quite fefctive.

Oneway to addpersonalizations to combinelocal context with a personaprofile so
suggestionarerelatedto both.For example,suchasystemmight give extraweightto
suggestiongrom email that are associatedvith peoplethe userknows, or to sug-
gestedNSPECcitationsfrom conferencetheuserhasattendedThesimplestcombi-
nation would be to add the users profile as another “sensor” in the current
infrastructure This would allow usersto increaseor decreas¢he weightgivento the
ervironmentor personalprofile in termsof what featuresare shovn. However, this
could also be overdone:giving too muchweight to a profile would causethe same
documentgo be suggestedegardlessof the currentervironment.lt is importantthat
if aprofileis usedasafeaturein the overall documensimilarity metricthatit only be
used to refine the ordering of documents and not become the dominant feature.

Anotheruseof a profile would be to remove certaindocumentfrom consideration.
For example,a profile could be usedto avoid shaving INSPEC citationsthat were

written by the author Usersmight alsowantto specifyfeatureghatalwaysgive extra

valueto a documentregardlessof the local contet. For example,one might specify

thatemail sentto a certainlist or articlesfrom certainjournalsaremorevaluablethan

others.

Usershave alsorequestedhe ability to personalizehe display of information. For
example,onesubjectin the IR experimentsaidshewishedMargin Noteswould indi-

7.1 Future Work
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7.1.2 Madtine Learning
and Maintaining State

7.1.3 Continuum of
Control

7.1.4 Community-are
Extensions

catein theannotationf a papemwaswritten by aresearchewhowaslocal. Shewould
bemorelikely to readthesecitationsbecausshewould know theauthorwasa poten-
tial collaborator

The currentJITIR implementationsare statelessno information is saved between
guerieswith the exceptionof Jimminy’s one-minuteincreasan biaswhena feature
changesOneuseof statewould be to enableusersto say“never shav this document
again?’ Similarly, mary usershave requestedh configurationwhere,after shaving a
suggestioronce,it doesnot shaw it again for a while. This wasespeciallyrequested
for Margin Notes,wherepeopleoften go backto the sameset of pages.However,
usersalsocommentedhatthey would occasionallygo to a Webpagenotto getinfor-
mationonthe page but ratherto look atanannotatiorthatthey rememberethadbeen
suggestedor that page.This would not be possibleif the systemonly shaved new
annotations, so it should be a configurable option.

Currentlythe biasedor differentfields aresetby handin Savant. Theseweightsare
heuristicsbasedon the designers expectationsfor exampleit is expectedthat the
body of an email messagevill be four timesasimportantasthe personsendingthe
email. However, suchguessesanbewrong,andcanchangedependingn the partic-
ular databasenduser Much betterwould be to usemachinelearningtechniquego
adjusttheseweightsautomaticallybasedon userfeedback Machinelearningcould
alsobe usedto help determinewhich databasés appropriatdor a given contet. For
example,the systemmight learnthat a databasef office memosis usefulwheneer
email is being read from orseboss.

This researchs concernedvith the proactive displayof information.However, there
is a large continuumbetweercontrol by the agentandcontrol by the user For exam-
ple,in thehousingessayexperimentseveralsubjectsequestedheability to limit arti-
clesreturnedto a specifictime period,or to a certainsectionof the documentSome
usercontrolis alreadyavailablein the RA by clicking on the field of a suggestions,
manualfield-searcheandfull-pagequeries put the additionof othermanualcontrols
andhintsto the systemwould be a naturalextension.It would alsobe usefulto attach
thesedITIRs into a full knowledge-managemerystem,suchas Lotus Notes,that
supportscomplex manualbrowsing and searchingof large amountsof data. This
combinationwould allow the userto easilyfind out muchmoreabouta suggestiors
subject or contd after the JITIR has brought it to her attention.

Oneof the usesof all threeimplemented]ITIRs hasbeento createa form of “group
mind” or groupmemory For example,the RA usingthe MediaLab email corpuscan
bring up pastdiscussionselatedto currentissuesevenwhenall the original partici-
pantshave sinceleft thelab. It is alsopossibleto forwardemailto a databasewhereit
is automaticallyarchived andindexed. Thesecommunity-vare applicationscould be
further extended For example,the systemcould usewhat documentsverefollowed
andratedhighly by othermembersof a communityto help setweightsand choose
databasesor new users.This helpsalleviate the lack of training datafor machine
learning,discussedbore. The systemcould alsooffer simplesupportfor forwarding
annotations to other users.

Privagy is animportantissuewith thesecommunityware extensionsFirst, it mustbe
easyto screerones informationbeforeit becomesvailableto alargercommunity It
shouldalwaysbe obvious who canand cannotaccesgersonafiles, andthis should
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be easily controllable.Even with thesesafeguardsin placeprivagy is still anissue
becausdITIRspreseninformationoutsideof its original context. For example,a stu-
dentmighttake lecturenotesandmake themavailableto herresearclgroup.Thelec-

turer makes assumptiongboutthe audienceo whom he is speakingandwill leave

certainassumptionsinstatedlependingn the audiences sophisticationThe student
malkesfurther assumptionsvhenwriting notes.If a JITIR thenshaws thesenotesto

someonavho wasnot the intendedaudiencahat personcould misinterprethe origi-

nal statementsecausethey are being read in a contet that was not originally

intended.This could be viewed asa violation of the lecturersprivagy, or at leasthis

right to control the breadth of publication for hisngs.

A similar problem arises with the reuse of mailing lists, as is discussedin

Chapter5.4.3.3.Whensendingmail thereis the expectatiorthatthe mail will beread
by thoseon thelist. Theremight alsobe the expectationthat the mail is archived by

individualsonthelist or automaticallyandthatpeoplenotonthelist mightsearclthe
archvesif they areinterestedn thelist. However, thereis usuallynot the expectation
thatsomeonaiot on a mailing list might have your emailautomaticallyshovn to him

evenwhenheis notbrowsingthearchivesor doesnot know aboutthe existenceof the
mailing list. Theseissuesall needto beaddressedyrobablyby a combinationof tech-
nical and social solutions.

As mentionedin Chapter2.5, the end-goalis for Jimmiry to passiely senseall
aspect®f a persons ervironmentandusethis sensodatato provide usefulinforma-
tion. The systemhasbeenshovn with passive sensordor locationandpeoplein the
room (via active badges)but the subjectof corversationis still enteredoy hand.The
addition of automaticspeechrecognitionwould go a long way towardsthe goal of
being entirely sensotbased,as would the addition of automaticface-recognition
instead of relying on people wearing aetbadges.

This thesishasdefinedJust-In-Tme InformationRetrieval agentgJITIRS): a classof
software agentsthat proactiely presentpotentially valuableinformationbasedon a
persons local contet in an easily accessibleyet non-intrusve manner Four main
conclusionganbedrawvn from thisresearchFirst, JITIRsencouragéheretrieval and
examinationof moreinformationthanwould be retrieved without the useof a JITIR.
Secondthe useof relevanceasan evaluationmetricis more problematicfor JITIRs
thanit is for traditionalinformationretrieval, anddoesnot capturethe true valueof a
JITIR to a user Third, thereare mary waysin which a JITIR canbe valuableto a
user includingproviding informationthatchangeshetaskbeingperformedjnforma-
tion that supportsa currenttask,informationthat contextualizesthe currenterviron-
ment,andentertainment-inally, thedesignof a JITIR needdo bestronglyintegrated
with thetaskandenvironmentin which it will be used.This integrationshouldbe at
all levels of design,including the informationretrieval algorithmsused,the kind of
information to display for a géen task, and the intexde for displaying information.

In termsof aneconomicmodelof humanbehaior, peoplewill retrieve informationif
theexpectedbenefitis largerthanthe expectedcostof retrieval. JITIRsincreasenfor-
mationretrieval by loweringthe effort requiredto retrieve a documentandby giving
the useran indication of the contentsof a suggestionearly in the interface, thus
increasingthe expectedbenefitof retrieval. JITIRs are not a replacementor direct
informationretrieval systemssuchassearchenginesput they are partial substitutes.
Like searchengines,JITIRscanprovide backgrouncbr supportingmaterialrelatedto

7.1.5 More Sensorsof

Jimminy

7.2 Conclusion

7.2.1Encouraging Useof

More Information
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7.2.2 Utility \ersus
Relevance

7.2.3 \alue of a JITIR

a currenttask. JITIRs are also useful for free-form brainstorming,where a search
engineis notasusefulbecausehereis nota specifictopic thatcanbeusedasa query
SearchenginesaremoreappropriatehanJITIRswhenthe answerto a specificques-
tion is desired.

Traditionalinformationretrieval algorithmsare usually evaluatedbasedon relevance
to queriesthat have beenpicked basedon the databasdrom which informationis

drawn. This evaluationmetricis basedntheassumptiorthata queryis agoodrepre-
sentatiorof ausers actualneedsandthatin normalusethe corpusfrom which infor-

mationis dravn containsdocumentghatwill be usefulto a userin his currenttask.
Neither of theseassumptionaretrue for JITIRs. First, JITIRs automaticallycreate
the queryusedto retrieve information,so thereis no guaranteehatit representshe
users needsSecondpusersdo not explicitly stateandmay notevenknow theirinfor-

mationneedsandthereforecannotbe relied uponto specifythe corpusfrom which a
JITIR shoulddraw information.This meanghereis no guarante¢hatthe corpuscon-
tains ay useful information at all.

JITIRs shouldbe evaluatedbasedon utility in a given ervironmentratherthanrele-
vance . Relevanceandutility maybe correlatedbut the correlationis not necessarilya
strongone. In particular relevant information might not be useful if it is already
known, if it is low quality, or if the usersimply doesnot needary informationat the
time it was gven.

The experimentperformedfor this thesisshav thattherearemary waysaJITIR can
be \aluable to a user

First, a JITIR can changethe natureof the task being performed.For example, it
might produceinformationthat lets the userknow that someonéhasalreadysolved
the problemcurrentlybeingdiscussedJITIRs canalsoprovide answerdo questions
beingwritten in emailwhile they arebeingaslked, andprovide answerdo questions
thatwould not otherwisebe answeredecausehe effort requiredto find the answer
would not be wrth the benefit.

Seconda JITIR canprovide informationthat supportsa task being performed.For
example,theinformationmay supportargumentsbeingmade,or provide a userwith
a quotefrom a primary sourcewhere shewould otherwisehave paraphrasedrom
memory

Third, aJITIR canhelp contextualizethe currentervironment.For example,a news-
paperarticle beingreadcanbe contectualizedin termsof historicaleventsrelatedto
the story Suchcontextualizationmay not directly help with the currenttask, but it
still gives the user a broader understanding of thig@mment.

Finally, JITIRscanprovide informationthatis valuableoutsideof the currenttask,for
exampleby providing entertainmentln the obvious case a JITIR mightrecommend
jokesor otherwisehumourousiocumentsvhenthe useris alreadyreceptve to a dis-
tractionfrom work. Furthermorethe associationsnadeby a JITIR canbe entertain-
ing in their own right becausethey reveal similarities that were not previously
apparentFor example,a usermight be entertainedo know thatemail sentby a cur-
rent girlfriend is similar to email sent by a pieus girlfriend.
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JITIRs needto beintegratedwith thetaskenvironmentat all levels of design.In par-
ticular, the task environmentshouldinfluencethe choiceof featuresfrom the local
contet that areused,the corpusfrom which informationis dravn andthe interface
used to display information.

A JITIR’s information retrieval algorithm needsto usefeaturesfrom a users local

contet thataregoodindicatorsof the currentsituation.For example the peopleasso-
ciatedwith aneventmay be very importantfor a salesmanvho hasoccasionameet-
ingswith alargenumberof clients.It is alessusefulfeaturefor an office worker who

works with the samepeopleevery day, becausehenthe peoplewho attendan event
arelessindicative of whatthe eventis actuallyabout Individual featuresalsotendto

containnoise,which mustbe removed. For example,email thatis being readoften

containsheaderandsignaturdinesthathave nothingto dowith whothemail is from

or whatit is about.Similarly, web pagescontainHTML markuptagsthatdon't con-
vey theoverall meaningof a page Whatconstitutesioisein a featuredependonthe
taskenvironmentin whichthe JITIR is deployed,andthusthefiltering algorithmused
must be customized for thevéronment.

Theeffectivenesof a JITIR alsodepend®n how well the databasenatcheswith the
userstaskandernvironment.For example,if auseris trying to decidewhatcell-phone
serviceplanto use,no citationfrom the INSPECdatabasevill be useful.Pagesfrom

personakmail, the web, or productreviews from ConsumelReportsare muchmore
likely to containusefulinformation.On the otherhand,the INSPECdatabasenay be
very appropriatefor an electricalengineerwho is designinga new kind of cellular
phonesystem.To someextent the databasean be chosenbasedon the userof the

system For example,if aresearcheonly usesherword processoto write technical
papersthena JITIR embeddedn thatword processorould alwaysusethe INSPEC
databaseHowever, if shealso usedthe word processoffor writing personalemail

thenthe JITIR would needto eitherdeterminewvhich databas¢o useatary particular
time, or at least alle the user to easily change databases.

Finally, the interfacefor a JITIR mustbe designedwith the users task andtypical
ervironmentin mind. First, the modality usedby the JITIR shouldbe chosenso it
doesnotinterferewith theusers primarytask.For example,aJITIR usedby astudent
duringlecturesshouldnot usespeechbecausaudiois alreadybeingusedby the pri-
mary task.On the otherhand,a JITIR intendedfor someonedriving a car might use
speechbecausdhe visual modality is primary in that ervironment.The designof a
JITIR’s interface also shouldtake into accountthe cognitive load and social con-
straintsof atypical user For example Jimmiry tendsto beusedduringcorversations,
wherethe useris underheavy cognitive load andthereis a socialcostto takingtime
to reada suggestionin this casethe interfaceneedso preseninformationsuchthat
valuecanbe gainedby readingjust a few words.Usersof the RA andMargin Notes
arein lessdemandingervironmentsboth cognitively and socially, so they cantake
more time to engge the system directly

7.2.4 Need Br
Integration
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APPENDIX A Controlled
Experiment
Material

This appendix contains themerimental material for the controlled-task (MIT hous-
ing essaypxperimentldenticalconsenforms,pre-tasksurneys anddebriefingsvere
given to both groups. The first set of task description and post-tagly svas gven

to the control group, the second to tlkperimental group.
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Consent Form

Your participationin thefollowing experimenis completelyvoluntary.You arefreeto withdraw

this consent at any time, for any reason, and to request that any data collected be destroyed. If at
any time you feel uncomfortable, or unsure that you wish your results to be part of the
experiment, you may discontinue your participation with no repercussions.

In a few minutes, you will be asked to compose an essay using the computer. You will be
provided with one or more information tools that you may use or not, at your discretion. Also,
you will be asked to fill in one questionnaire before writing the essay and one after. You are free
to decline to answer any or all questions. The entire experiment should take about an hour. You
will be paid $10 as compensation for your participation.

If at any time you are uncomfortable with what you are being asked to do, you are free to ask
that the experiment be suspended. All information collected during your participation will be
destroyed and your payment will be prorated based on the time you have already spent.

Any responsethatarecollectedduringthe experimentvill be completelyanonymouskFromthis
point forward, only the ID number that appears on the upper right corner of this packet will be
used to refer to you.

If you have any questions at any point during the experiment, the experimenter will gladly
answer them.

Please read the following and sign on the lines below:

“l, the undersigned, have read and understood the explanations of the following research project
and voluntarily consent to my participation in it. | understand that my responses will remain
confidential and that | may terminate my participation at any time.

In the unlikely event of physical injury resulting from participation in this research, | understand
that medical treatment will be available from the MIT Medical Department, including first aid
emergency treatment and follow-up care as needed, and that my insurance carrier may be billed
for the costof suchtreatmentHowever,no compensatiocanbe providedfor medicalcareapart

from the foregoing. | further understand that making such medical treatment available; or
providing it, does not imply that such injury is the Investigator's fault. | also understand that by
my participation in this study | am not waiving any of my legal rights.

| understand that | may also contact the Chairman of the Committee on the Use of Humans of
Experimental Subjects, MIT 253-6787, if | feel | have been treated unfairly as a subject.”

Name:

Date:

Location: MIT Media Lab
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Pre-task Suwvey

Gender: Male Female
Age
Is English your native language? Yes No

How much do you know about recent changes and controversy regarding MIT
housing (1-7)?
Nothing at all 1 2 3 45 6 7 A large amount

How much do you care about the issue of MIT housing (1-7)?
None at all 1 2 3 45 6 7 A large amount

How much experience do you have in writing essays or news articles (1-7)?
No experience 1 2 3 45 6 7 Lots of experience

How often do you read the MIT Tech?
Never 1 2 3 45 6 7 Every issue
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Task description

Pretend you are a guest contributor for the Tech and write an editorial or news article about MIT
housing. The article could cover the Freshmen On Campus decision, graduate housing, new
dormitories, or any other aspect of MIT housing and how it affects student life. The article
should be around a page (about 600-700 words).

You will haveupto 45 minutesto completeyour article. Thisis not meantto rushyou, butrather

to putanupperboundon the durationof theexperimentlf you completethearticle beforethe45
minutes, get the experimenter and he will continue to the next phase. If you wish, at the end of
the experiment your article will be emailed to and/or printed out so you can have a copy. Your
article will be compared to articles written by others in this experiment based on a number of
criteria.

You shouldhavealreadyreceiveda quick tutorial with the Techsearchpage Feelfreeto usethis
tool as much or as little as you wish in writing your article. If you have questions now or during
the experiment please ask the experimenter.
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10.

11.

Post-task Suvey

How difficult did you find the given article-writing task?
Very Easy 1 2 3 45 6 7 Quite difficult

How much did you learn about the subject of the article during the
experiment?
None at all 1 2 3 45 6 7 A large amount

Did you have enough time to adequately complete the task?
Yes No

How would you characterize your level of expertise with web-based search
engines (circle one)?

Never used one before today
Occasional user

Regular user

Expert

How would you characterize your level of expertise with the Emacs text-
editor (circle one)?

Never used it before today
Occasional user

Regular user

Expert

How distracting to your task did you find the search engine (1-7)?
Not distracting 1 2 3 45 6 7 Very Distracting

How useful did you find the search-engine provided (1-7)?
Not useful 1 2 3 45 6 7 Very Useful

If you were to perform a similar task, how much would you want to have the
search-engine running and available (1-7)?
Not at all 1 2 3 45 6 7 | would definitely want it

How often did you find the hits given by the search engine were useful in
their own right, even when you didn't follow them to see the full article
(1-7)?

Never 1 2 3 4 5 6 7 Quite often

To what extent did you pay attention to the search engine (1-7)?
Almost no attention 1 2 3 45 6 7 Lots of attention

When you read an article suggested by the search engine, how often was it
useful to you (1-7)?
Never 1 2 3 4 5 6 7 Quite often
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Task description

Pretend you are a guest contributor for the Tech and write an editorial or news article about MIT
housing. The article could cover the Freshmen On Campus decision, graduate housing, new
dormitories, or any other aspect of MIT housing and how it affects student life. The article
should be around a page (about 600-700 words).

You will haveupto 45 minutesto completeyour article. Thisis not meantto rushyou, butrather

to putanupperboundon the durationof theexperimentlf you completethearticle beforethe45
minutes, get the experimenter and he will continue to the next phase. If you wish, at the end of
the experiment your article will be emailed to and/or printed out so you can have a copy. Your
article will be compared to articles written by others in this experiment based on a number of
criteria.

You should have already received a quick tutorial with the Tech search page, Emacs RA and
Margin Notes. Feel free to use these tools as much or as little as you wish in writing your article.
If you have questions now or during the experiment please ask the experimenter.
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Post-task Suvey

How difficult did you find the given article-writing task (1-7)?

Very Easy 1 2 3 45 6 7 Quite difficult

How much did you learn about the subject of the article during the
experiment (1-7)?

None at all 1 2 3 45 6 7 A large amount

Did you have enough time to adequately complete the task?
Yes No

Please rank the usefulness of the three tools you used, in order from 1-3
(1 being most useful):

Emacs RA:
Margin Notes:
Search Engine:

How would you characterize your level of expertise with web-based search
engines (circle one)?

Never used one before today
Occasional user

Regular user

Expert

How would you characterize your level of expertise with the Emacs text-
editor (circle one)?

Never used it before today
Occasional user

Regular user

Expert

How would you characterize your level of expertise with the Emacs RA
(circle one)?

Never used it before today
Occasional user

Regular user

Expert

How would you characterize your level of expertise with Margin Notes
(circle one)?

Never used it before today
Occasional user

Regular user

Expert
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10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

How distracting to your task did you find the search engine (1-7)7?
Not distracting 1 2 3 45 6 7 Very Distracting

How distracting to your task did you find the Emacs RA (1-7)7?
Not distracting 1 2 3 45 6 7 Very Distracting

How distracting to your task did you find Margin Notes (1-7)7?
Not distracting 1 2 3 45 6 7 Very Distracting

How useful did you find the search-engine (1-7)7?
Not useful 1 2 3 45 6 7 Very Useful

How useful did you find the Emacs RA (1-7)7?
Not useful 1 2 3 45 6 7 Very Useful

How useful did you find Margin Notes (1-7)?
Not useful 1 2 3 45 6 7 Very Useful

If you were to perform a similar task, how much would you want to have the
search-engine running and available (1-7)?
Not at all 1 2 3 45 6 7 I would definitely want it

If you were to perform a similar task, how much would you want to have the
Emacs RA running and available (1-7)7?
Not at all 1 2 3 45 6 7 I would definitely want it

If you were to perform a similar task, how much would you want to have
Margin Notes running and available (1-7)?
Not at all 1 2 3 45 6 7 I would definitely want it

How often did you find the hits given by the search engine were useful in
their own right, even when you didn't follow them to see the full article
a-7)

Never 1 2 3 4 5 6 7 Quite often

How often did you find the suggestions given by the Emacs RA were useful
their own right, even when you didn't follow them to see the full article

a-7)

Never 1 2 3 4 5 6 7 Quite often

How often did you find the suggestions given by Margin Notes were useful
their own right, even when you didn't follow them to see the full article

a-7)?

Never 1 2 3 4 5 6 7 Quite often

To what extent did you pay attention to the search engine (1-7)?
Almost no attention 1 2 3 45 6 7 Lots of attention
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22.

23.

24,

25.

26.

To what extent did you pay attention to the suggestions given by the Emacs
RA (1-7)?

Almost no attention 1 2 3 4 5 6 7 Lots of attention

To what extent did you pay attention to the suggestions given by Margin
Notes (1-7)7?

Almost no attention 1 2 3 4 5 6 7 Lots of attention

When you read an article suggested by the search engine, how often was it
useful to you (1-7)?
Never 1 2 3 4 5 6 7 Quite often

When you read an article suggested by the Emacs RA, how often
to you (1-7)?
Never 1 2 3 4 5 6 7 Quite often

When you read an article suggested by Margin Notes, how often
to you (1-7)?
Never 1 2 3 4 5 6 7 Quite often

was it

was it

useful

useful
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Debriefing Statement

The experiment you just participated in was designed to test the Remembrance Agent (RA), a
guery-free information system that automatically suggests documents that might be relevant to
text a person is writing using a word processor or reading on the web. Half the subjects in this

experiment were provided with a remembrance agent as well as a search engine while writing

their essay. The other half were only provided with the search engine.

We are trying to discover whether using the RA encourages searching for more information and
the use of more detailed information than standard search engines. We will be examining how
many specific facts are mentioned or referenced in the essays from both groups, and will also be
looking athow manynewspapearticlesareretrievedandreadusingthe searchengineandusing

the RA. A log has been kept of search terms used, time-stamps of queries, and particular news
articles that were read using both systems. This information will be used to determine how
remembrance agents might be designed and used in future applications, and to evaluate the
concept of query-free information retrieval.

If at any time, now or later, you experience any ill effects (either mental or physical) as a result
of your participation in this experiment, please do not hesitate to tell the experimenter, or call
253-9601 and ask for Brad.

Feel free to ask any questions about the experiment at this time.

Your help has been greatly appreciated, and will aid the Media Lab understanding how
remembrance agents might be designed and applied in different environments.

If you would like to use the RA it is available from:
http://www.media.mit.edu/~rhodes/RA/
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