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abstract

We present Propagate-and-Graphcut (PG), a system that improves interactive image segmentation by leveraging the appearance propagation research. Users’ efforts are minimized, and inaccurate inputs are handled. We show experimentally that PG is capable of handling complex scenario settings and outperforms previous approaches. We suggest that PG could serve as an alternative to other general interactive image segmentation methods under most circumstances.

Categories and Subject Descriptors (according to ACM CCS): I.4.6 [Image Processing and Computer Vision]: Segmentation

1. Introduction

Interactive foreground(object) and background segmentation techniques such as [RKB04] [LSTS04] [BJ01] show great promise in different applications. Fig. 1(a) 1(b) illustrates this idea. Though graph cut is widely recognized to be the key in solving the optimization problem for segmentation, challenges on how to exploit users’ input still remain and stand in the way of the real deployment for this class of methods.

GrabCut [RKB04] and LazySnapping [LSTS04] apply different clustering algorithms to distinguish the color histograms of the user-selected foreground and background. They both require subtle user refinements for most cases, unless images to be handled have significant appearance difference between the foreground and background as pointed out by [RKMB04]. Other related projects include shape prior [FZ05], probabilistic learning [BRB*04], to name a few.

Our work is based on appearance propagation for HDR image and material editing in [AP08] [PL07], which we consider to be an excellent choice in modeling users’ inputs. We propose PG, an improved foreground background interactive segmentation system that has the following advantages over traditional methods: 1) It models textures rather than colors; 2) It uses strokes’ geometric meanings; 3) It is robust to inaccurate inputs; 4) It produces reasonable segmentation without any refinement.

We show in the next section the steps of our algorithm. Performance evaluation of PG are provided in Section. 3. Section 4 covers the conclusion and future work.

2. Algorithms

2.1. User Interaction

Users are prompted by PG to use thick strokes to paint part of the foreground and part of the background accordingly. It is not necessary for users to ensure the precision of their inputs because the system could identify and tolerate cases in which users accidentally touch the background with foreground strokes. Section 2.3 will cover this in detail.

Good foreground selection should be composed of strokes covering most of the texture variance and spanning over the whole geometric structure of the foreground, while background strokes are also supposed to bound the foreground. Fig. 1(a)-(b) gives an example input for isolating two leaves from the picture.

2.2. Normalized Appearance Propagation

We apply the normalized appearance propagation to both the user’s foreground and background labellings independently.
and results are used in segmentation. Fig. 2(a)-(d) demonstrates the intuition behind propagation. Users cover textures for both the foreground and the background as shown in Fig. 2(a). Fig. 2(b) visualizes the foreground propagation target input \(g_i\) for every pixel \(i\), which is produced simply by setting the user-selected foreground pixels to be 1(white) and the rest to be 0(black). Our algorithm propagates the white region to the whole image by brightening pixels that have similar textures to those in the white area subject to geometric constraints. The more likely one pixel belongs to the foreground, the whiter it will be in the foreground propagation result in Fig. 2(c). The background propagation result in Fig. 2(d) could be interpreted in the exact same manner.

Figure 2: The user strokes for the foreground(in blue) and the background (in yellow) on Lenna is shown in (a), (b) is the foreground propagation target input, (c) is the foreground propagation result, and (d) is the background propagation result. (e) The user coarse input with error, and (f) the selected foreground pixels(in blue) after cropping.

2.2.1. Appearance Propagation

Most of the appearance propagation technique embedded in PG are derived from [AP08] with slight modifications to suit our problem space. The central concept of propagation is to find the value of \(e_i\) for each pixel \(i\) that maximizes Eq. 1 given the target input \(g_i\), which is shown in Fig. 2(b), and the image itself.

\[
\arg\min_e \sum_i \sum_j z_{ij}(e_i - g_j)^2 + \lambda \sum_i \sum_j z_{ij}(e_i - e_j)^2 \tag{1}
\]

\[
\text{with } z_{ij} = \exp\left(-\frac{|\mathbf{f}_i - \mathbf{f}_j|^2}{\sigma^2}ight) \exp\left(-\frac{|\mathbf{x}_i - \mathbf{x}_j|^2}{\sigma^2}\right) \tag{2}
\]

Where \(e\) is the vector composed of \(e_i\), \(i, j\) represent each pixel in the image, \(f_i\) is the texture feature vector for the area around pixel \(i\), which is constructed with the RGB values of pixel \(i\) and the RGB averages of the surrounding eight pixels in this paper. (Note that PG is adaptive to other potential texture features.) \(x_i\) denotes pixel \(i\)'s 2D coordinate. In the first term of Eq. 1, \(z_{ij}\) encourages \(g_j\) to propagate to nearby pixels with similar textures. Smoothing is achieved in the second term to ensure that in the propagation result pixels with similar textures or neighboring pixels will have close values.

Parameters controlling the objective function are taken directly from the implementation of [AP08]: \(\sigma_1^2\) is set to be 0.2, \(\sigma_2^2\) is set to be 0.1, while \(\lambda\) is adjusted to 0.1 for all the experiments in this paper.

2.2.2. Optimization

Eq. 1 is quadratic and can be optimized by least-square estimation; However, the difficulty arises when the resolution of the image increases. A \(400 \times 400\) image will lead to calculating the inverse of a \(400^2 \times 400^2\) matrix. We use the row-column sampling technique to approximate the calculation and readers are referred to [AP08] and [WS00] for details due to the space limitation.

2.2.3. Normalization

In practice, we found that normalization yields a better output because Eq. 1 lacks constraints on the variance of \(e_i\). So after row-column approximation is done, we apply the following normalization operation to \(e_i\):

\[
l_i = \frac{e_i - \min_j e_j}{\max_j e_j - \min_j e_j} \tag{3}
\]

\(l_i\) will denote the vector composed of \(l_i\) in the following sections.

2.3. Foreground Cropping

In GrabCut, every pixel that is marked by users are considered to be the ground truth for segmentation. In many scenarios, it is inconvenient for users to purify their inputs, so we propose a different solution for a more intelligent experience by cropping user inputs for the foreground.

As we already have the normalized propagation result \(\hat{V}\) from the previous step, we model \(\hat{V}\) as a GMM with equal weights:

\[
p(\hat{V}) = \sum_{k=1}^{2} 0.5N'(\hat{V}; \mu_k, \sigma_k^2) \text{ with } (\mu_1 < \mu_2) \tag{4}
\]
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2.4. Graph Cut Optimization

We first show how a directed graph \( \{V, E\} \) is constructed followed by the underlying theory. For each pixel \( i \), we add node \( p_i \) to \( V \). For every two neighboring pixels \( i, j \), we add edge \( (p_i, p_j) \) to \( E \) and define \( D_{(p_i, p_j)} \) to be the Euclidean distance between their 3-dimensional RGB color vectors. \( K \) denotes the smallest distance among all neighboring pixels. The source and sink nodes \( s, t \) together with edges of \( (s, p_i), (p_i, t) \) are also added to the graph. The capacity for each edge in the graph is described in Table 1. It can be proven [BJ01] that the min-cut of the graph divides all the nodes and its corresponding pixels to two partitions \( S \) (on the source side) and \( T \) (on the sink side), which minimizes the following function:

\[
\sum_{p_i \in S, p_j \in T, (p_i, p_j) \in E} \exp(-\beta D_{(p_i, p_j)}^2) - \gamma \left( \sum_{p_i \in S} a_i^f + \sum_{p_i \in T} b_i^f \right)
\]  

(6)

We design Table 1 so that the global minimum of Eq. 6 corresponds to an ideal segmentation and all pixels in the source partition form the actual foreground segmentation. The idea in Eq. 6 is to separate the foreground by cutting on the edges in the sample image (the first term) while maintaining the consistence in both the foreground and the background (the second term).

<table>
<thead>
<tr>
<th>edges</th>
<th>capacity</th>
<th>for</th>
</tr>
</thead>
<tbody>
<tr>
<td>((p_i, p_j))</td>
<td>(\exp(-\beta D_{(p_i, p_j)}^2))</td>
<td></td>
</tr>
<tr>
<td>((s, p_i))</td>
<td>(\exp(-\beta (K - 1)^2)) (\gamma (1 - l_i^b)) (i \in F)</td>
<td></td>
</tr>
<tr>
<td>((p_i, t))</td>
<td>(\exp(-\beta (K - 1)^2)) (\gamma (1 - l_i^f)) (i \in B)</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Edge capacity.

\(\gamma\) is empirically set to 1 in our experiments. The constant \(\beta\) is chosen to be \(\left(2E(D_{(p_i, p_j)}^2)\right)^{-1}\), where \(E()\) is the expectation over all neighboring pairs in an image sample. We refer readers to [BJ01] for a more complete description on graph cut.

2.5. Refinement On User Input

PG allows user-assisted refinements on its output by adding pixels to \( F \) and \( B \) and rerunning the min-cut algorithm. We understand that sometimes refinements are still necessary for intricate images, but in this paper our only focus is to see how PG responds to the rough user inputs, rather than the segmentation after rounds of polishing. In the next section we show that PG could largely reduce the users involvement in producing high-quality cuts with fewer or no refinement efforts at all.

3. Evaluation

As suggested in Section 1, we intentionally pick images that have complex lighting conditions in our evaluation section. We implemented GrabCut for comparison purpose. Implementations for both PG and GrabCut do not include any refinement process.
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Figure 3: (a)Original images, (b)user inputs, (c)outputs from PG and (d)outputs from GrabCut.

3.1. Segmentation on Intricate Images

We first show in Fig. 3 two interactive segmentation examples. We argue that these images are usually considered hard for interactive segmentation due to similar color tones in their foregrounds and backgrounds. A user attempts to cover more textures and structure information during the interaction but there is no refinement involved. PG performs reasonably well while GrabCut doesn’t recognize the right foreground because its color cluster mechanism is not able to model such images. Similar results for GrabCut could be seen in [RKMB04].
are the most challenging image in GrabCut is designed only for color images. We simply use GrabCut to segment grayscale images, while PG can also be used to segment grayscale images, while PG also accepts inputs where users casually mark the background as foreground pixels and feed them to PG automatically.

The second row of Fig. 4 is the most challenging image in our testing set. The textures on the water surface exponentially increase the problem difficulty. PG texture measurements eliminate the inference of the reflection, and PG geometric measurements prevent the other bird from being selected. The neck of the bird is correctly selected even when users’ strokes are thicker than the neck.

3.3. Simplified User Input
PG also accepts inputs where users casually mark the background with a closed rectangle as in [RKMB04] for simple segmentation tasks. We treat the area inside the closed region as foreground pixels and feed them to PG automatically.

3.4. Grayscale Image Segmentation
PG can also be used to segment grayscale images, while GrabCut is designed only for color images. We simply use the value for each pixel and the values for its surrounding pixels as the texture feature vector in processing the example in Fig. 6. More sophisticated features may be beneficial.

3.5. Computational Complexity Analysis
Given an \( m \times m \) image and a fixed row-column sampling rate, our system takes \( O(m^3) \) operations in the whole process. We implemented a prototype system in Matlab, and the run-time for a \( 400 \times 400 \) image is around 20 seconds due to many avoidable loops. We believe a C implementation will reduce the run-time dramatically and a shorter delay would allow an iterative workflow for users.

4. Conclusion
In this paper, we demonstrate a novel interactive segmentation system which is capable of handling a wide range of images relying only on coarse user strokes. Advantages are its robustness to user error, the embedded appearance propagation process, and compelling results without refinement on intricate images. Future works are a C implementation of the system and complete evaluations on recognized segmentation testing datasets.

References


