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Abstract

Recently, appearance modeling has attracted more and more attention in computer vision and pattern recognition. In this paper, we propose an appearance model based on incremental rank-\((R_1, R_2, R_3)\) tensor-based subspace learning algorithm (referred as IRTSA), which models the appearance of an object or a scene by incrementally learning a low-order tensor-based eigenspace representation through adaptively updating the sample mean and eigenbasis. Based on IRTSA, two applications to tracking and foreground segmentation are developed. For the tracking application\(^1\), subspace analysis of object appearance is incorporated into the multilinear framework which online constructs a representation of object appearance ensembles using high-order tensors. Compared with existing image-as-vector tracking applications, the developed one better captures the intrinsic spatio-temporal characteristics of object appearance. For the application to foreground segmentation, we construct two IRTSA-based background models for grayscale and color images, respectively. In these two models, the spatio-temporal characteristics of the scene are well captured, leading to a robust foreground segmentation result. Theoretic analysis and experimental evaluations against the state-of-the-art methods demonstrate the promise and effectiveness of the proposed IRTSA and its two IRTSA-based applications to tracking and foreground segmentation.
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I. INTRODUCTION

Appearance modeling plays an important role in computer vision and pattern recognition. Typically, a color histogram (CH) \([2][3]\) is used to represent the appearance of an object region, due to the simplicity and robustness (to scaling, rotation, and non-rigid deformation). However, the potential problem with CH is that the spatial layout information of an object appearance is completely ignored. As a result, it is difficult to distinguish two objects with similar colors but different spatial distributions. In order to address this problem of CH, some other appearance models \([4][5]\), based on kernel density estimation, are developed. With the capabilities to better capture the spatial information, they are more robust to noise. Nevertheless, they typically require a high computational complexity and a large storage space. Yet other popular appearance

\(^1\)This work is to appear in ICCV’07. See [1] for details.
models [6][7][8][9][15][17][29] employs the Gaussian mixture model (GMM) to obtain the spatio-temporal statistics of pixels. However, these GMM-based appearance models share the disadvantage that they independently consider the spatial-temporal statistics of each single pixel, and ignore the intrinsic relationships among pixels. Furthermore, the number of Gaussians and a learning rate require setting in advance. Wang et al. [10] present an adaptive appearance model based on GMM in a joint spatial-color space (referred as SMOG). SMOG captures rich spatial layout and color information. The downside is that the global spatio-temporal varying information of pixels cannot be effectively captured by SMOG (a spatial weighted version of GMM). Conditional Random Fields are also used in the literature (e.g. [35]) to improve the performance of image modeling. But their training costs are usually very expensive; in addition, they only consider local distribution information of pixels (usually assuming to follow the Markov property), whereas the global information is poorly captured. Recent work utilizes the online subspace learning technique [31] to capture the global statistical information of pixels; due to their image-as-vector representations, the spatial information of pixels is almost lost. As a result, they are sensitive to noise or some global appearance variations (e.g. varying lighting). More recently, multilinear subspace analysis (referred as MSA) is used for appearance modeling. MSA offline constructs a representation of appearance ensembles using high-order tensors. This reduces spatio-temporal redundancies substantially, whereas the task of appearance modeling is done offline, resulting in a high computational complexity.

In this paper, we present an online tensor-based subspace learning algorithm (referred here as IRTSA), which models the appearance of an object or a scene by incrementally learning a low-order tensor-based eigenspace representation through adaptively updating the sample mean and eigenbasis. Compared with existing image-as-vector approaches to appearance modeling, the proposed IRTSA better captures the intrinsic spatio-temporal characteristics of object appearance. On the other hand, IRTSA works online, resulting in a much lower computational complexity than those of the traditional approaches to offline tensor decomposition. Based on IRTSA, two specific applications to visual tracking and foreground segmentation are developed.

The remainder of this paper is organized as follows. We briefly review the related work in Section II. In Section III, we introduce the incremental tensor-based subspace learning theory as well as the IRTSA. In the following two sections (IV and V), we discuss the specific applications of IRTSA to the online tracking and to the foreground segmentation, respectively. In Section VI,
we report the empirical evaluations. We conclude the paper in Section VII.

II. RELATED WORK

Tracking and foreground segmentation are common foundations for many computer vision applications such as behavior analysis and event detection. In tracking and foreground segmentation, how to construct an effective and efficient appearance model has become a challenging issue. In this paper, we mainly focus on appearance modeling on tracking and foreground segmentation. In addition, tensor-based appearance models are very popular in recent years. Therefore, it is necessary to give a brief review on tensor-based appearance modeling.

A. Appearance-based tracking

For visual tracking, handling appearance variations of an object is a fundamental and challenging task. In general, there are two types of appearance variations: intrinsic and extrinsic. Pose variation and/or shape deformation of an object are considered as the intrinsic appearance variations while the extrinsic variations are due to the changes resulting from different illumination, camera motion, camera viewpoint, and occlusion. Consequently, effectively modeling such appearance variations plays a critical role in visual tracking.

In recent years, much work has been done in visual tracking based on modeling the appearance of an object. Hager and Belhumeur [11] propose a tracking algorithm which uses an extended gradient-based optical flow method to handle object tracking under varying illumination conditions. They construct a set of illumination basis for a fixed pose with an illumination change. Black et al. [12] present a subspace learning based tracking algorithm with the subspace constancy assumption. A pre-trained, view-based eigenbasis representation is used for modeling appearance variations. However, the algorithm does not work well in the clutter with a large lighting change due to the subspace constancy assumption. In [13], curves or splines are exploited to represent the appearance of an object to develop the Condensation algorithm for contour tracking. Due to the simplistic representation scheme, the algorithm is unable to handle the pose or illumination change, resulting in a usually unsuccessful tracking result under a varying lighting condition. Black et al. [14] employ a mixture model to represent and recover the appearance changes in consecutive frames. Jepson et al. [15] develop a more elaborate mixture model with an online EM algorithm to explicitly model the appearance change during tracking. Comaniciu

It is noted that the above tracking methods are unable to fully exploit the spatial redundancies within the image ensembles. This is particularly true for those image-as-vector tracking techniques, as the local spatial information is almost lost. Consequently, the focus has been made on developing the image-as-matrix learning algorithms for effective subspace analysis.

B. Background modeling for foreground segmentation

In recent years, much work has been done in background modeling. Stauffer and Grimson [29] propose an online adaptive background model where a mixture of Gaussians is adopted to model each pixel. The model classifies each pixel by matching the pixel with the Gaussian distribution representing the pixel most effectively. Furthermore, the number of Gaussians is adjusted adaptively to best represent background processes. Sheikh and Shah [32] present an improved nonparametric model combining both temporal and spatial information. In [33], an adaptive background model for grayscale video sequences is presented. The model utilizes local spatio-temporal statistics to detect shadows and highlights. Furthermore, it can adapt to illumination changes. Haritaoglu et al. [30] build a statistical background model representing each pixel by three values which are its minimum intensity value, its maximum intensity value, and the maximum intensity difference between consecutive frames during training. In [34], Wang
et al. present a probabilistic method for background subtraction and shadow removal. Their method detects shadows by a combined intensity and edge measure. Tian et al. [48] propose an adaptive Gaussian mixture model based on a local normalized cross-correlation metric and a texture similarity metric. The model is used for detecting shadows and illumination changes, respectively. Wang et al. [35] present a dynamic conditional random field model for foreground and shadow segmentation. The model utilizes a dynamic probabilistic framework based on the conditional random field (CRF) to capture spatial and temporal statistics of pixels. In [31], PCA is performed on a collection of $N$ images to construct a background model, which is represented by the mean image and the projection matrix comprising the first $p$ significant eigenvectors of PCA. In this way, foreground segmentation is accomplished by computing the difference between the input image and its reconstruction. And then the online PCA is enabled to incrementally learn the background’s eigenspace representation.

However, the above foreground segmentation methods are incapable of fully exploiting the spatio-temporal information of a scene. Especially for those techniques based on image-as-vector subspace learning, the local spatial information is almost lost, leading to an incorrect foreground segmentation result. Consequently, it is necessary to develop the learning algorithms which can effectively capture the spatio-temporal characteristics of a scene.

C. Tensor-based appearance modeling

More recent work on modeling the appearance of an object focuses on using high-order tensors to construct a better representation of the object’s appearance. The intrinsic spatio-temporal information of the object’s appearance is better captured by tensor-based appearance modeling methods due to their image-as-matrix representations. In this case, the problem of tensor-based appearance modeling is reduced to how to make tensor decomposition more accurate and efficient. Yang et al. [36] develop a 2-dimensional PCA (2DPCA) for image representation. Based on the original image matrices, 2DPCA constructs an image covariance matrix whose eigenvectors are derived for image feature extraction. Ye et al. [37] present a learning method called 2-dimensional linear discriminant analysis (2DLDA). In [38], a novel algorithm, called GLRAM, is proposed for low rank approximations of a collection of matrices. In [39], Ye et al. present a new dimension reduction algorithm named GPCA, which constructs the matrix representation of images directly. Wang and Ahuja [40] propose a novel rank-R tensor approximation approach,
which is designed to capture the spatio-temporal redundancies of tensors. In [41], an algorithm named Discriminant Analysis with Tensor Representation (DATER) is proposed. DATER is tensorized from the popular vector-based LDA algorithm. In [42] and [43], the N-mode SVD, multilinear subspace analysis, is applied to construct a compact representation of facial image ensembles factorized by different faces, expressions, viewpoints, and illuminations. He et al. [44] present a learning algorithm called Tensor Subspace Analysis (TSA), which learns a lower dimensional tensor-based subspace to characterize the intrinsic local geometric structure of the tensor space. In [45], Wang et al. give a convergent solution for general tensor-based subspace learning. Sun et al. [46] mine higher-order data streams using dynamic and streaming tensor analysis. Also in [47], Sun et al. present a window-based tensor analysis method for representing data streams over time. All of these tensor-based algorithms share the same problem that they are not allowed for incremental subspace analysis for adaptively updating the sample mean and eigenbasis.

III. INCREMENTAL TENSOR-BASED SUBSPACE LEARNING

Before presenting the proposed online tensor-based subspace learning algorithm, we first give a brief review of the related background as well as the introduction to the notations and symbols we use.

A. Multilinear algebra

The mathematical foundation of multilinear analysis is the tensor algebra. A tensor can be regarded as a multidimensional matrix. We denote an N-order tensor as $\mathcal{A} \in \mathcal{R}^{I_1 \times I_2 \times \ldots \times I_N}$, each element of which is represented as $a_{i_1 \ldots i_n \ldots i_N}$ for $1 \leq i_n \leq I_n$. In the tensor terminology, each dimension of a tensor is associated with a “mode”. The mode-$n$ unfolding matrix $\mathcal{A}_{(n)} \in \mathcal{R}^{I_n \times (\Pi_{i \neq n} I_i)}$ of $\mathcal{A}$ consists of the $I_n$-dimensional mode-$n$ vectors obtained by varying the $n$th-mode index $i_n$ while keeping the other mode indices fixed. Namely, the column vectors of $\mathcal{A}_{(n)}$ are just the mode-$n$ vectors. For a better understanding of the tensor unfolding, we take advantage of Fig. 1 to explain the process of the unfolding. The inverse operation of the mode-$n$ unfolding is the mode-$n$ folding, which can restore the original tensor $\mathcal{A}$ from the mode-$n$ unfolding matrix $\mathcal{A}_{(n)}$, i.e. $\mathcal{A} = \text{fold}(\mathcal{A}_{(n)}, n)$. The mode-$n$ product of $\mathcal{A}$ and a matrix $U \in \mathcal{R}^{J_n \times I_n}$ is denoted as
Fig. 1. Illustration of unfolding a (3-order) tensor.

\[ A \times_n U \in R^{I_1 \times \ldots \times I_{n-1} \times I_n \times I_{n-1} \times \ldots \times I_N} \]

whose entries are as follows:

\[ (A \times_n U)_{i_1 \ldots i_{n-1} j_n i_{n+1} \ldots i_N} = \sum_{i_n} a_{i_1 \ldots i_{n-1} i_n} u_{j_n i_n} \quad (1) \]

Given a tensor \( A \in R^{I_1 \times I_2 \times \ldots \times I_N} \) and the matrices \( C \in R^{J_n \times I_n}, D \in R^{K_n \times J_n}, E \in R^{J_m \times I_m} (n \neq m) \), the mode-\( n \) product has the following properties:

\[ (A \times_n C) \times_m E = (A \times_m E) \times_n C = A \times_n C \times_m E; \quad (A \times_n C) \times_n D = A \times_n (D \cdot C) \]

The scalar product of two tensors \( A, B \) is defined as:

\[ \langle A, B \rangle = \sum_{i_1} \sum_{i_2} \cdots \sum_{i_N} a_{i_1 \ldots i_N} b_{i_1 \ldots i_N} \quad (2) \]

The Frobenius norm of \( A \in R^{I_1 \times I_2 \times \ldots \times I_N} \) is defined as: \( ||A|| = \sqrt{\langle A, A \rangle} \). The mode-\( n \) rank \( R_n \) of \( A \) is defined as the dimension of the space generated by the mode-\( n \) vectors: \( R_n = \text{rank}(A_{(n)}) \).

More details of the tensor algebra are given in [28].

B. Tensor decomposition

The Higher-Order Singular Value Decomposition (HOSVD) [42] is a generalized form of the conventional matrix singular value decomposition (SVD). An \( N \)-order tensor \( A \) is an \( N \)-dimensional matrix composed of \( N \) vector spaces. HOSVD seeks for \( N \) orthonormal matrices...
TABLE I
THE N-MODE HOSVD ALGORITHM

for n=1 to N
1) Compute the SVD of the mode-n unfolding matrix \( A_{(n)} = \hat{U}_n \hat{D}_n \hat{V}_n^T \).
2) Set the mode matrix \( U^{(n)} \) as the orthonormal matrix \( \hat{U}_n \).
end

Compute the core tensor as:
\[
B = A \times_1 U^{(1)T} \times_2 U^{(2)T} \cdots \times_N U^{(N)T}
\]

\( U^{(1)}, \ldots, U^{(N)} \) which span these \( N \) spaces, respectively. Consequently, the tensor \( A \) can be decomposed as the following form:
\[
A = B \times_1 U^{(1)} \times_2 U^{(2)} \cdots \times_N U^{(N)}
\]  \( (3) \)
where \( B = A \times_1 U^{(1)T} \times_2 U^{(2)T} \cdots \times_N U^{(N)T} \) which denotes the core tensor controlling the interaction among the mode matrices \( U^{(1)}, \ldots, U^{(N)} \). The orthonormal column vectors of \( U^{(n)} \) span the column space of the mode-n unfolding matrix \( A_{(n)} \) \( (1 \leq n \leq N) \). In this way, we have the \( N \)-mode HOSVD algorithm [42] illustrated in Table I.

In the next two sections (III-C and III-D), we will discuss the proposed incremental rank-\( (R_1, R_2, R_3) \) tensor-based subspace learning algorithm (IRTSA) for 3-order tensors. IRTSA applies the online learning technique (R-SVD [26][27]) to find the dominant projection subspaces of 3-order tensors.

C. Introduction to R-SVD

The classic R-SVD algorithm [26] efficiently computes the SVD of a dynamic matrix with newly added columns or rows, based on the existing SVD. Unfortunately, the R-SVD algorithm [26] is based on the zero mean assumption, leading to the failure of tracking subspace variabilities. Based on [26], [27] extends the R-SVD algorithm to compute the eigenbasis of a scatter matrix with the mean update. The details of R-SVD are given as follows.

Given a matrix \( H = \{K_1, K_2, \ldots, K_g\} \) and its column mean \( K \), we let CVD(\( H \)) denote the SVD of the matrix \( \{K_1 - K, K_2 - K, \ldots, K_g - K\} \). Given the column mean \( L_p \) of the existing data matrix \( H_p = \{L_1, L_2, \ldots, L_n\} \), CVD(\( H_p \)) = \( U_p \Sigma_p V_p^T \), the column mean \( L_q \) of the new data matrix \( F = \{L_{n+1}, L_{n+2}, \ldots, L_{n+m}\} \), and the column mean \( L_e \) of the entire data matrix \( H_e = (H_p | F) \), CVD(\( H_e \)) = \( U_e \Sigma_e V_e^T \) can be determined as:
1) Compute $L_e = \frac{n}{n+m}L_p + \frac{m}{n+m}L_q$.

2) Compute $\tilde{F} = \left( F - L_q1_{1\times m} \mid \sqrt{\frac{n+m}{n+m}}(L_p - L_q) \right)$, where $1_{1\times m}$ is $(1, 1, \ldots, 1)$.

3) Apply the classic R-SVD algorithm [26] with $U_p^{\star}V_p^T$ and the new data matrix $\tilde{F}$ to obtain $U_e^{\star}V_e^T$.

In order to fit the data streams well, the forgetting factor is introduced by [27] to weight the data streams. Typically, recent observations are given more weights than historical ones. For example, the weighted data matrix $H_e^\prime$ of $H_e$ may be formulated as: $H_e^\prime = (\lambda H_p \mid F) = (U_p^{\star}(\lambda \Sigma_p)V_p^T \mid F)$ where $\lambda$ is the forgetting factor. The analytical proof of R-SVD is given in [26][27].

D. Incremental rank-$\{R_1, R_2, R_3\}$ tensor-based subspace analysis

Based on HOSVD [42], IRTSA presented below efficiently identifies the dominant projection subspaces of 3-order tensors, and is capable of incrementally updating these subspaces when new data arrive. Given the CVD($A_{(k)}$) of the mode-$k$ unfolding matrix $A_{(k)} (1 \leq k \leq 3)$ for a 3-order tensor $A \in \mathcal{R}^{I_1\times I_2\times I_3}$, IRTSA is able to efficiently compute the CVD($A_{(i)}^\star$) of the mode-$i$ unfolding matrix $A_{(i)}^\star (1 \leq i \leq 3)$ for $A^\star = (A \mid \mathcal{F}) \in \mathcal{R}^{I_1\times I_2\times I_3^\prime}$ where $\mathcal{F} \in \mathcal{R}^{I_1\times I_2\times I_3^\prime}$ is a new 3-order subtensor and $I_3^\prime = I_3 + I_3$. To facilitate the description, Fig. 2(b) is used for illustration. In the left half of Fig. 2, three identical tensors are unfolded in three different modes. For each tensor, the white regions represent the original subtensor while the dark regions denote the newly added subtensor. The three unfolding matrices corresponding to the three different modes are shown in the right half of Fig. 2, where the dark regions represent the unfolding matrices of the newly added subtensor $\mathcal{F}$. With the emergence of the new data sub-tensors, the column spaces of $A_{(1)}^\star$ and $A_{(2)}^\star$ are extended at the same time when the row space of $A_{(3)}^\star$ is extended. Consequently, IRTSA needs to track the changes of these three unfolding spaces, and needs to identify the dominant projection subspaces for a compact representation of the tensor. It is noted that $A_{(2)}^\star$ can be decomposed as: $A_{(2)}^\star = (A_{(2)} \mid F_{(2)}) \cdot P = B \cdot P$, where $B = (A_{(2)} \mid F_{(2)})$ and $P$ is an orthonormal matrix obtained by column exchange and transpose operations on an $(I_1 \cdot I_3^\prime)$-order identity matrix $G$. Let

$$G = \begin{pmatrix} I_3 & I_3 & I_3 & \cdots & I_3 & I_3 \\ E_1 & Q_1 & E_2 & Q_2 & \cdots & E_{I_1} & Q_{I_1} \end{pmatrix}$$
Fig. 2. Illustration of the incremental rank-$(R_1, R_2, R_3)$ tensor subspace learning of a 3-order tensor.

which is generated by partitioning $G$ into $2I_1$ blocks in the column dimension. Consequently, the orthonormal matrix $P$ is formulated as:

$$P = (E_1 | E_2 | \cdots | E_{I_1} | Q_1 | Q_2 | \cdots | Q_{I_1})^T. \quad (4)$$

In this way, $\text{CVD}(A^*_2)$ is efficiently computed on the basis of $P$ and $\text{CVD}(B)$ obtained by applying R-SVD to $B$. Furthermore, $\text{CVD}(A^*_1)$ is efficiently obtained by performing R-SVD on the matrix $\begin{pmatrix} A_1 \vert F_1, F_2 \end{pmatrix}^T$. Similarly, $\text{CVD}(A^*_3)$ is efficiently obtained by performing R-SVD on the matrix $\begin{pmatrix} A_3 \\ F_3 \end{pmatrix}^T$. The specific procedure of IRTSA is listed in Fig. 3.

E. Complexity analysis of IRTSA and other related methods

Compared with the offline HOSVD, the proposed IRTSA based on online tensor decomposition adapts to appearance variations of the object with a much lower complexity. A quantitative complexity analysis of IRTSA and HOSVD is given as follows. IRTSA requires $O[I_1 \cdot I_2 \cdot (I_3 + I_3') \cdot (R_1 + R_2 + R_3)]$ operations and $O[I_1 \cdot R_1 + I_2 \cdot R_2 + I_1 \cdot I_2 \cdot (R_3 + I_3')]$ memory units. In comparison, HOSVD requires $O[I_1 \cdot I_2 \cdot (I_3 + I_3') \cdot (I_3 + I_3')]$ operations and $O[I_1 \cdot (I_3 + I_3') \cdot I_2]$ memory units. Consequently, when $I_3$ ($I_3 \gg I_3'$) is very large, the complexity of HOSVD is much higher than that of IRTSA. In addition, if $K$ eigenvectors are maintained during tracking,
Input:
CVD(A(k)) of the mode-k unfolding matrix A(k), i.e. U(k)D(k)V(k)T (1 ≤ k ≤ 3) of an original tensor A ∈ R(I1×I2×I3), newly-added tensor F ∈ R(I1×I2×I3′), column mean ̄L(1) of A(1), column mean ̄L(2) of A(2), row mean ̄L(3) of A(3) and R1, R2, R3.

Output:
CVD(A*(i)) of the mode-i unfolding matrix A*(i), i.e. U*(i)D*(i)V*(i)T (1 ≤ i ≤ 3) of A* = (A | F) ∈ R(I1×I2×I3) where I3* = I3 + I3′, column mean ̄L*(1) of A*(1), column mean ̄L*(2) of A*(2) and row mean ̄L*(3) of A*(3).

Algorithm:
1. A*(1) = (A(1) | F(1));
2. A*(2) = (A(2) | F(2)) · P = B·P, where P is defined in (4);
3. A*(3) = \left( \begin{array}{l} A(3) \\ F(3) \end{array} \right);
4. [̂U(1), ̂D(1), ̂V(1), ̄L(1)*] = R-SVD(A*(1), ̄L(1), R1);
5. [̂U(2), ̂D(2), ̂V(2), ̄L(2)*] = R-SVD(B, ̄L(2), R2);
6. ̂V(2) = P·̂V(2);
7. [̂U3, ̂D3, ̂V3, ̄L3] = R-SVD((A*(3))T, (̄L(3))T, R3);
8. ̂U(3) = ̂V3, ̂D(3) = (̂D3)T, ̂V(3) = ̂U3, ̄L(3)* = (̄L3)T.

Fig. 3. The incremental rank-(R1, R2, R3) tensor-based subspace analysis algorithm (IRTSA). R-SVD((C | E), L, R) represents that the first k dominant eigenvectors are used in R-SVD [27] for the matrix (C | E) with C’s column mean being L.

the online PCA technique [27] (referred here as IAVSL) requires O[I1 · I2 · (I3 + I3′) · K] operations and O[I1 · I2 · (K + I3′)] memory units.

F. Likelihood evaluation for IRTSA

In real applications, it is necessary for a subspace analysis-based algorithm to evaluate the likelihood of the test sample and the learned subspace. In IRTSA, the criterion for the likelihood evaluation is given as follows.

Given I3 existing images represented as A ∈ R(I1×I2×I3), a test image denoted as J ∈ R(I1×I2×1) and the mode-i column projection matrices U(i) ∈ R(I×Ri)(1 ≤ i ≤ 2) and the mode-3 row
projection matrix $V^{(3)} \in \mathbb{R}^{I_1 \times I_2 \times 3}$ of the learned subspaces of $A$, the likelihood can be determined by the sum of the reconstruction error norms of the three modes:

$$RE = \sum_{i=1}^{2} \left\| (J - M_i) - (J - M_i) \prod_{j=1}^{2} (U^{(j)} \cdot U^{(j)T}) \right\|^2 + \left\| (J^{(3)} - M_3) - (J^{(3)} - M_3) \cdot (V^{(3)} \cdot V^{(3)T}) \right\|^2$$

(5)

where $J^{(i)}$ is the mode-$i$ unfolding matrix of $J$. $\prod_{k=1}^{K} D_k = \times_1 D_2 \times_2 D_2 \ldots \times_1 D_K$, $M_3 = \bar{L}^{(3)}$ which is the row mean of the mode-3 unfolding matrix $A^{(3)}$, $M_1$ and $M_2$ are defined as:

$$M_1 = ( \bar{L}^{(1)}, \ldots, \bar{L}^{(1)} ) \in \mathbb{R}^{I_1 \times I_2 \times 1}, \quad M_2 = ( \bar{L}^{(2)}, \ldots, \bar{L}^{(2)} )^T \in \mathbb{R}^{I_1 \times I_2 \times 1}$$

(6)

where $\bar{L}^{(1)}$ and $\bar{L}^{(2)}$ are the column means of the mode-(1, 2) unfolding matrices $A^{(1)}$ and $A^{(2)}$, respectively. The smaller the $RE$, the larger the likelihood.

**IV. TRACKING APPLICATION**

**A. Overview of the tracking application**

The tracking application includes two stages: (a) incremental tensor-based subspace learning; and (b) Bayesian inference for visual tracking. In the first stage, a low dimensional tensor-based eigenspace model is learned online. The model uses the proposed IRTSA to identify the dominant projection subspaces of the 3-order tensors (object appearance ensembles). In the second stage, the object locations in consecutive frames are estimated by the Bayesian state inference within the framework in which a particle filter is applied to propagate sample distributions over the time. These two stages are executed repeatedly as time progresses. Moreover, the application has a strong adaptability in the sense that when new image data arrive, the tensor-based eigenspace model follows the updating online. The architecture of the proposed tracking application is shown in Fig. 4.
B. Bayesian inference for the tracking application

For visual tracking, a Markov model with a hidden state variable is generally used for motion estimation. In this model, the object motion between two consecutive frames is usually assumed to be an affine motion. Let $X_t$ denote the state variable describing the affine motion parameters (the location) of an object at time $t$. Given a set of observed images $O_t = \{O_1, \ldots, O_t\}$, the posterior probability is formulated by Bayes’ theorem as:

$$p(X_t|O_t) \propto p(O_t|X_t) \int p(X_t|X_{t-1})p(X_{t-1}|O_{t-1})dX_{t-1}$$  (7)

where $p(O_t|X_t)$ denotes the likelihood function, and $p(X_t|X_{t-1})$ represents the dynamic model. $p(O_t|X_t)$ and $p(X_t|X_{t-1})$ decide the entire tracking process. A particle filter [13] is used for approximating the distribution over the location of the object with a set of weighted samples. Moreover, the resampling step for the particle filter is executed every three frames.

In the tracking application, we apply an affine image warping to model the object motion of two consecutive frames. The six parameters of the affine transform are used to model $p(X_t|X_{t-1})$ of a tracked object. Let $X_t = (x_t, y_t, \eta_t, s_t, \beta_t, \phi_t)$ where $x_t, y_t, \eta_t, s_t, \beta_t, \phi_t$ denote the x, y translations, the rotation angle, the scale, the aspect ratio, and the skew direction at time $t$, respectively. We employ a Gaussian distribution to model the state transition distribution $p(X_t|X_{t-1})$. Also the six parameters of the affine transform are assumed to be independent. Consequently, $p(X_t|X_{t-1})$ is formulated as:

$$p(X_t|X_{t-1}) = \mathcal{N}(X_t; X_{t-1}, \Sigma)$$  (8)

where $\Sigma$ denotes a diagonal covariance matrix whose diagonal elements are $\sigma_x^2, \sigma_y^2, \sigma_\eta^2, \sigma_s^2, \sigma_\beta^2, \sigma_\phi^2$, respectively. The observation model $p(O_t|X_t)$ reflects the probability that a sample is generated from the subspace. In this paper, $RE$, defined in (5), is used to measure the distance from the sample to the center of the subspace. Consequently, $p(O_t|X_t)$ is formulated as:

$$p(O_t|X_t) \propto \exp(-RE)$$  (9)

For MAP (maximum a posterior) estimate, we just use the affinely warped image region associated with the highest weighted hypothesis to update the tensor-based eigenspace model.
C. Summary of the contributions of the tracking application

First, the application does not need to know any prior knowledge of the object. A low dimensional eigenspace representation is learned online, and is updated incrementally over the time. The application only assumes that the initialization of the object region is provided. Second, while the Condensation algorithm [13] is used for propagating the sample distributions over the time, we develop an effective probabilistic likelihood function based on the learned tensor-based eigenspace model. Third, while R-SVD [27] is applied to update both the sample mean and eigenbasis online as new data arrive, an incremental multilinear subspace analysis is enabled to capture the appearance characteristics of the object during the tracking.

V. FOREGROUND SEGMENTATION APPLICATION

A. Overview of the application to foreground segmentation

The application to foreground segmentation includes two stages: (a) offline learning; and (b) online updating. In the first stage, a low dimensional tensor-based eigenspace background model is learned by the offline HOSVD (referred to in Table I) over several initial frames for background training. In the second stage, two steps need to be executed. At step one, consecutive frames are evaluated by the learned tensor-based eigenspace background model to detect moving regions over the time. At step two, IRTSA is applied to online update the tensor-based eigenspace background model. These two steps are executed repeatedly as time progresses. The architecture of the application to foreground segmentation is shown in Fig. 5.
Now we are ready to discuss the two proposed background models (IRTSA-GBM and IRTSA-CBM) respectively in the next two sections (V-B and V-C).

B. Grayscale background model (IRTSA-GBM)

For a given matrix $X = (x_{ij})_{M \times N}$, let $\text{abs}(X)$ be the matrix $Y = (y_{ij})_{M \times N}$ with the entry $y_{ij}$ being the absolute value $|x_{ij}|$ of $x_{ij}$. Given the learned eigenspaces of an existing tensor $A \in \mathcal{R}^{I_1 \times I_2 \times t}$ consisting of $t$ background appearance matrices $BM_{1:t}$, i.e. the mode-$i$ column projection matrices $U^{(i)} \in \mathcal{R}^{I_i \times R_i}$ ($1 \leq i \leq 2$) and the mode-3 row projection matrix $V^{(3)} \in \mathcal{R}^{(I_1 I_2) \times R_3}$, and a new frame $J_{t+1} \in \mathcal{R}^{I_1 \times I_2 \times 1}$, the distance between $J_{t+1}$ and the learned eigenspaces measured by the sum of the reconstruction difference matrices of the three modes is formulated as:

$$RM = \text{fold}[(\text{abs}(Q_3), 3)] + \sum_{i=1}^{2} \text{abs}(Q_i);$$

$$Q_i = (J_{t+1} - \bar{M}_i) - (J_{t+1} - \bar{M}_i) \prod_{j=1}^{2} x_j(U^{(j)}; U^{(j)^T}), \quad i = 1, 2;$$

$$Q_3 = (J_{(3)} - \bar{M}_3) - (J_{(3)} - \bar{M}_3) \cdot (V^{(3)}; V^{(3)^T});$$

where $\text{fold}(\cdot)$ denotes tensor folding referred to in Section III-A, $J_{(i)}$ is the mode-$i$ unfolding matrices of $J_{t+1}$, $\prod_{k=1}^{K} I_k | D_k = \times_1 D_1 \times_2 D_2 \ldots \times_K D_K$, $M_3 = \bar{L}^{(3)}$ which is the row mean of the mode-3 unfolding matrix $A_{(3)}$, $\mathcal{M}_1$ and $\mathcal{M}_2$ are defined as:

$$\mathcal{M}_1 = (\bar{L}^{(1)}; \ldots, \bar{L}^{(1)}), \quad \mathcal{M}_2 = (\bar{L}^{(2)}; \ldots, \bar{L}^{(2)})^{T} \in \mathcal{R}^{I_1 \times I_2 \times 1}$$

where $\bar{L}^{(1)}$ and $\bar{L}^{(2)}$ are the column means of the mode-(1, 2) unfolding matrices $A_{(1)}$ and $A_{(2)}$, respectively. Let $p_{ij}$ be the pixel corresponding to the entry $RM(i,j)$ of $RM$. In this way, the criterion for foreground segmentation is defined as:

$$p_{ij} = \begin{cases} 
\text{background} & \text{if } \exp \left( \frac{RM^2(i,j)}{\sigma^2} \right) > T_{\text{gray}} 
\text{foreground} & \text{otherwise},
\end{cases}$$

where $T_{\text{gray}}$ denotes a threshold. Let $BM_{t+1} \in \mathcal{R}^{I_1 \times I_2}$ be the background matrix at time $t+1$, whose entry $BM_{t+1}(i,j)$ is defined as:

$$BM_{t+1}(i,j) = \begin{cases} 
(1 - \alpha^*) \text{med} [BM_{t-2\tau}(i,j)] + \alpha^* J_{t+1}(i,j) & \text{if } p_{ij} \text{ belongs to foreground} \\
J_{t+1}(i,j) & \text{otherwise}
\end{cases}$$
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where \( \alpha^* \) is a learning rate factor, \( BM_{t-2}(i, j) \) denotes \{\( BM_{t-2}(i, j), BM_{t-1}(i, j), BM_t(i, j) \}\}, and \( \text{med} [\cdot] \) represents the median value of its vector argument. Subsequently, \( \text{IRTSA} \) is applied to incrementally update the tensor-based eigenspace model of the background appearance ensembles \( BM_{1:t} \) as \( t \) increases. In the next section (V-C), we discuss the proposed color background model, which is an extension to the proposed \( \text{IRTSA-GBM} \).

C. Color background model (IRTSA-CBM)

In \( \text{IRTSA-CBM} \), the RGB color space is transformed into the scaled one \((r, g, s)\), where \( r = R/(R + G + B), g = G/(R + G + B), \) and \( s = (R + G + B)/3 \). Let \( \mathcal{A}^i \in \mathbb{R}^{I_1 \times I_2 \times t} \) be the \( r \)-component image ensemble composed of \( t \) background appearance matrices \( BM^r_{1:t} \), \( \mathcal{A}^g \in \mathbb{R}^{I_1 \times I_2 \times t} \) be the \( g \)-component image ensemble composed of \( t \) background appearance matrices \( BM^g_{1:t} \), \( \mathcal{A}^s \in \mathbb{R}^{I_1 \times I_2 \times t} \) be the \( s \)-component image ensemble composed of \( t \) background appearance matrices \( BM^s_{1:t} \). \( \mathcal{J}^r_{t+1} \in \mathbb{R}^{I_1 \times I_2 \times 1} \) be the \( r \)-component frame at time \( t + 1 \), \( \mathcal{J}^g_{t+1} \in \mathbb{R}^{I_1 \times I_2 \times 1} \) be the \( g \)-component frame at time \( t + 1 \), and \( \mathcal{J}^s_{t+1} \in \mathbb{R}^{I_1 \times I_2 \times 1} \) be the \( s \)-component frame at time \( t + 1 \). In this way, we have three 3-order tensors \( BM^r_{1:t}, BM^g_{1:t}, \) and \( BM^s_{1:t} \) corresponding to the \((r, g, s)\) components. The eigenspaces of these three tensors are obtained by applying \( \text{IRTSA} \) to them. The \((r, g, s)\)-component distance matrices between the new frame and the learned subspace are respectively represented as \( RM^r, RM^g \) and \( RM^s \), which are referred to in (10). Let \( p_{ij} \) be the pixel at the \( i \)th row and \( j \)th column. The criterion for the foreground segmentation is defined as:

\[
p_{ij} = \begin{cases} 
\text{background} & \text{if } \exp \left[ - \left( \frac{RM^r(i, j)}{\sigma_r} \right)^2 - \left( \frac{RM^g(i, j)}{\sigma_g} \right)^2 - \left( \frac{RM^s(i, j)}{\sigma_s} \right)^2 \right] > T_{\text{color}} \\
\text{foreground} & \text{otherwise,}
\end{cases}
\]

where \( \sigma_r, \sigma_g \) and \( \sigma_s \) are three scaling factors, and \( T_{\text{color}} \) is a threshold. Let \( BM^r_{t+1} \in \mathbb{R}^{I_1 \times I_2}, BM^g_{t+1} \in \mathbb{R}^{I_1 \times I_2}, \) and \( BM^s_{t+1} \in \mathbb{R}^{I_1 \times I_2} \) respectively be the \((r, g, s)\)-component background matrices at time \( t + 1 \), whose entries \( BM^r_{t+1}(i, j) \), \( BM^g_{t+1}(i, j) \), and \( BM^s_{t+1}(i, j) \) are respectively defined as:

\[
BM^r_{t+1}(i, j) = \begin{cases} 
(1 - \alpha_r) \text{med} \left[ BM^r_{t-2}(i, j) \right] + \alpha_r \mathcal{J}^r_{t+1}(i, j) & \text{if } p_{ij} \text{ belongs to foreground} \\
\mathcal{J}^r_{t+1}(i, j) & \text{otherwise}
\end{cases}
\]

(15)

\[
BM^g_{t+1}(i, j) = \begin{cases} 
(1 - \alpha_g) \text{med} \left[ BM^g_{t-2}(i, j) \right] + \alpha_g \mathcal{J}^g_{t+1}(i, j) & \text{if } p_{ij} \text{ belongs to foreground} \\
\mathcal{J}^g_{t+1}(i, j) & \text{otherwise}
\end{cases}
\]

(16)
Fig. 6. Illustration of the foreground segmentation process using IRTSA-CBM

\[
BM_{t+1}^s(i,j) = \begin{cases} 
(1 - \alpha_s) \text{med} \left[ BM_{t-2:t}^s(i,j) \right] + \alpha_s J_{t+1}^s(i,j) & \text{if } p_{ij} \text{ belongs to foreground} \\
J_{t+1}^s(i,j) & \text{otherwise}
\end{cases}
\]  

(17)

where \( \text{med} \) represents the median value of its vector argument, \( \alpha_r, \alpha_g \) and \( \alpha_s \) are three learning rate factors. Subsequently, IRTSA is applied to incrementally update the tensor-based eigenspace models of the background appearance ensembles \( BM_{1:t}^r, BM_{1:t}^g \), and \( BM_{1:t}^s \) as \( t \) increases. For a better understanding, Fig. 6 is used to illustrate the foreground segmentation process by IRTSA-CBM.

D. Summary of the contributions of the foreground segmentation application

The application online constructs a low-order tensor-based eigenspace background model, in which the sample mean and the eigenbasis are updated adaptively. As a result, the spatio-temporal information of a scene is well captured by our tensor-based eigenspace background
model. Moreover, the model is available for modeling both color and grayscale images.

VI. EXPERIMENTAL RESULTS

In this section, two IRTSA-based applications respectively to tracking and foreground segmentation are evaluated under many different circumstances.

A. Experimental evaluations of the tracking application

In order to evaluate the performance of the proposed tracking application, five videos are used in the experiments. Videos 1, 4, and 5 are captured indoor while videos 2 and 3 are recorded outdoor. Furthermore, videos 1, 3, and 5 are taken from moving cameras in different scenes while videos 2 and 4 are recorded by stationary cameras. Each frame in these videos is a 8-bit gray scale image. In the first video, a man walks in a room changing his pose and facial expression over the time with varying lighting conditions. In the second video, a pedestrian as a small object moves down a road in a dark and blurry scene. In the third video, a man walks from left to right in a bright road scene; his body pose varies over the time, with a drastic motion and pose change (bowing down to reach the ground and standing up back again) in the middle of the video stream. The fourth video consists of dark and motion-blurring gray scale images, where many motion events take place, including wearing and taking off the glasses, head shaking, and hands occluding the face from time to time. In the last video, a man moves in an office changing his pose and facial expression over the time. In the middle of the video stream, his face is completely occluded by his hand. Each frame in the last video contains seven benchmark points, which characterize the location and the shape of his face.

For the tensor-based eigenspace representation, the size of each object region is normalized to $20 \times 20$ pixels. The settings of the $(R_1, R_2, R_3)$ in IRTSA and the eigenspace dimensionality in IAVSL are selected experimentally to produce optimal tracking results. The forgetting factor $\lambda$ in R-SVD is set as 0.99. The tensor-based subspace is updated every three frames. For the particle filtering in the visual tracking, the number of particles is set to be 300. The six diagonal elements $(\sigma_x^2, \sigma_y^2, \sigma_n^2, \sigma_s^2, \sigma_b^2, \sigma_\theta^2)$ of the covariance matrix $\Sigma$ in (8) are assigned as $(5^2, 5^2, 0.03^2, 0.03^2, 0.005^2, 0.001^2)$, respectively.

2http://www.cs.toronto.edu/~dross/ivt/
Fig. 7. The tracking results of IRTSA and IAVSL, respectively, under the disturbance of a strong noise. Row 1 is the reference tracking result with no noise. Rows 2 and 3 correspond to the tracking results of IRTSA and IAVSL, respectively.

Five experiments are conducted to demonstrate the claimed contributions of the proposed IRTSA. These five experiments are to compare tracking results of IRTSA with those of a state-of-the-art image-as-vector subspace learning based tracking algorithm [27], referred here as IAVSL in this paper, in different scenarios including noise disturbance, scene blurring, small object tracking, object pose variation, and occlusion. IAVSL is a representative image-as-vector linear subspace learning algorithm which incrementally learns a low dimensional eigenspace representation of the object appearance by the online PCA. Compared with most existing tracking algorithms, based on constructing an invariant object appearance representation, IAVSL is able to online track appearance changes of the object, resulting in a better tracking result. In contrast to image-as-vector IAVSL, the proposed IRTSA relies on image-as-matrix tensor-based subspace analysis to reflect the appearance changes of an object. Consequently, it is very significant to make a comparison between IAVSL and IRTSA. Moreover, the parameter settings for the comparing methods is conducted to make them perform best simultaneously.

The first experiment is conducted to evaluate the performances of the two subspace analysis based tracking techniques—IAVSL and IRTSA on investigating their tracking capabilities under the disturbance of strong noise. The video used in this experiment is obtained by manually adding Gaussian random noise to Video 1. The process of adding the noise is formulated as: 

\[ I'(x, y) = G(I(x, y) + s \cdot Z) \]

where \( I(x, y) \) denotes the original pixel value, \( I'(x, y) \) represents the pixel value after adding noise, \( Z \) follows the standard normal distribution \( \mathcal{N}(0, 1) \), \( s \) is a scaling
Fig. 8. Tracking results of IRTSA and IAVSL, respectively, in the scenarios of small object and blurring scenes. Rows 1 and 2 correspond to IRTSA and IAVSL, respectively.

The function $G(\cdot)$ is defined as:

$$G(x) = \begin{cases} 
0 & x < 0 \\
255 & x > 255 \\
\lfloor x \rfloor & 0 \leq x \leq 255 
\end{cases}$$

(18)

where $\lfloor x \rfloor$ stands for the floor of the element $x$. In this experiment, $s$ is set as 200. $R_1, R_2$ and $R_3$ in IRTSA are assigned as 3, 3 and 5, respectively. For IAVSL, 5 eigenvectors are maintained during the tracking, and the remaining eigenvectors are discarded at each subspace updating. The final tracking results of IRTSA and IAVSL are shown in Fig. 7. For a better visualization, we just show the tracking results of six representative frames 11, 21, 30, 41, 54 and 72. In Fig. 7, the first row corresponds to the tracking results of the reference frames without noise using IRTSA. The remaining two rows are for the tracking results of IRTSA and IAVSL, respectively, under the disturbance of the noise. From Fig. 7, we see that the proposed tracking algorithm exhibits a robust tracking result while IAVSL fails to track the face under the disturbance of strong noise. This is due to the fact that since the spatial correlation information is ignored in IAVSL, the noise disturbance substantially changes the vector eigenspace representation of the object’s appearance. In comparison, IRTSA relies on a robust tensor-based eigenspace model which makes full use of the spatio-temporal distribution information of the image ensembles in the three modes. Consequently, IRTSA has a strong error-tolerating capability.

The second experiment aims to compare the tracking performance of IRTSA with that of IAVSL in handling scene blurring and small object scenarios using Video 2. $R_1, R_2$ and $R_3$ in IRTSA are set as 5, 5 and 8, respectively. For IAVSL, 16 eigenvectors are maintained during the tracking, and the remaining eigenvectors are discarded at each subspace updating. We show the final tracking...
The tracking results of IRTSA and IAVSL in the scenarios of drastic pose change. Rows 1 and 2 correspond to IRTSA and IAVSL, respectively.

results for IRTSA and IAVSL in Fig. 8, where the first and the second rows correspond to the performances of IRTSA and IAVSL, respectively, in which six representative frames (236, 314, 334, 336, 345 and 360) of the video stream are shown. Clearly, IRTSA succeeds in tracking the moving object while IAVSL fails. The reasons are explained as follows. IRTSA takes an image as a matrix, in comparison with the image-as-vector representation in IAVSL. Consequently, IRTSA makes a more compact object representation capable of reducing potentially substantial spatio-temporal redundancy of the image ensembles while IAVSL must solve for a high-dimensional data learning problem. This becomes particularly true for tracking a small object and/or with a blurring scene; here the spatial correlation information of the object’s appearance is critical. Due to this loss of the spatial correlation information, IAVSL fails to track the object in these scenarios.

The third experiment is for a comparison between IRTSA and IAVSL in the scenarios of pose variation using Video 3. In this experiment, $R_1$, $R_2$ and $R_3$ are assigned as 8,8 and 10, respectively. For IAVSL, 16 eigenvectors are maintained during the tracking, and the remaining eigenvectors are discarded at each subspace updating. The final tracking results are demonstrated in Fig. 9, where rows 1 and 2 correspond to IRTSA and IAVSL, respectively, in which six representative frames (145, 150, 166, 182, 192, and 208) of the video stream are shown. From Fig. 9, it is clear that IRTSA is capable of tracking the object successfully even with a drastic pose and motion change while IAVSL gets lost in tracking the object after this drastic pose and motion change.

The fourth experiment is to compare the performances of the two methods IRTSA and IAVSL in handling partial occlusions using Video 4. In this experiment, $R_1$, $R_2$ and $R_3$ are set as 3,3 and
Fig. 10. The tracking results of \textit{IRTSA} and \textit{IAVSL} in the scenarios of partial occlusions. Rows 1 and 2 show the tracking results of \textit{IRTSA} and \textit{IAVSL}, respectively.

\begin{table}[ht]
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
\textbf{Method} & \textbf{Exp 1} & \textbf{Exp 2} & \textbf{Exp 3} & \textbf{Exp 4} \\
\hline
\textit{IRTSA} & 5.12 & 2.54 & 3.26 & 2.52 \\
\textit{IAVSL} & 31.71 & 28.65 & 77.19 & 28.61 \\
\hline
\end{tabular}
\caption{Comparison between \textit{IRTSA} and \textit{IAVSL} in the tracking mean localization deviation with the ground truth. \textit{Exp} $k$ corresponds to experiment $k$ ($1 \leq k \leq 4$), and the localization deviation is measured in pixels. It is clear that the proposed \textit{IRTSA} performs much better than \textit{IAVSL}.
}
\end{table}

5, respectively. For \textit{IAVSL}, 10 eigenvectors are maintained during the tracking, and the remaining eigenvectors are discarded at each subspace updating. The final tracking results are demonstrated in Fig. 10, where rows 1 and 2 are the performance results of \textit{IRTSA} and \textit{IAVSL}, respectively, in which six representative frames (92, 102, 119, 132, 148 and 174) of the video stream are shown. From Fig. 10, we see that \textit{IRTSA} is capable of tracking the object all the time even though the object is occluded partially from time to time in a poor lighting condition. On the other hand, \textit{IAVSL} gets completely lost in tracking the object.

From the results in the third and the fourth experiments, we note that \textit{IRTSA} is robust to pose variation and occlusion. The reason is that the dominant subspace information of the three modes is incorporated into \textit{IRTSA}. Even if the subspace information of some modes is partially lost or drastically varies, \textit{IRTSA} is capable of recovering the information using the cues of the subspace information from other modes.

Since there are no benchmark databases in the first four experiments, we have to provide a
Fig. 11. The quantitative comparison between IRTSA and IAVSL over the benchmark Video 5. The x-axis corresponds to the frame number while the y-axis is associated with the average location deviation between the validation points and the benchmark points.

quantitative comparison between IRTSA and IAVSL using some representative frames. The object center locations in the representative frames used by the above four experiments are labeled manually as the ground truth. Thus, we can quantitatively evaluate the tracking performances of IRTSA and IAVSL by computing their corresponding pixel-based mean localization deviations between tracking results and the ground truth. The less the deviation, the higher the localization accuracy. The final comparison results are listed in Table II. From Table II, we see that the object localization accuracy of IRTSA is much higher than that of IAVSL.

The last experiment is to provide a quantitative comparison between IRTSA and IAVSL over the benchmark database (namely Video 5). In this experiment, $R_1$, $R_2$ and $R_3$ are set as 8, 8 and 8, respectively. For IAVSL, 13 eigenvectors are maintained during the tracking, and the remaining eigenvectors are discarded at each subspace updating. During the tracking, seven validation
Fig. 12. The tracking results of IRTSA and IAVSL over two representative frames (106 and 107) from the benchmark Video 5. Rows 1 and 2 correspond to the tracking results of IRTSA and IAVSL, respectively. Points, corresponding to the seven benchmark points, are obtained according to the object’s affine motion parameters at each frame. In this way, we can use the average location deviation between the validation points and the benchmark ones to evaluate the tracking performance. The quantitative evaluation results are demonstrated in Fig. 11, where the dot-marked curve and the star-marked one correspond to IRTSA and IAVSL, respectively. From Fig. 11, it is clear that the average location deviation of IRTSA is lower than that of IAVSL. For a better visualization, we just show the final tracking results of two representative frames (106 and 107) with very high location deviations (see the highest point in Fig. 11) are shown in Fig. 12, where rows 1 and 2 are the performance results of IRTSA and IAVSL, respectively. From Fig. 12, we see that IRTSA performs better than IAVSL in the case of occlusions.

In summary, we observe that IRTSA outperforms IAVSL in the scenarios of noise disturbance, blurring scenes, small objects, drastic object pose change, and occlusions. Consequently, IRTSA is an effective online tensor-based subspace learning algorithm which performs well in modeling.
appearance changes of an object in many complex scenarios.

B. Experimental evaluations of the application to foreground segmentation

In order to evaluate the performance of the proposed foreground segmentation application, four videos are used in the experiments. The first two videos consist of 8-bit grayscale images while the last two videos are composed of 24-bit color images. In the first video (selected from PETS2001\(^2\)), a person and vehicles enter or leave a bright road scene. In the second video, three persons are walking in a scene containing a building wall, two lightly swaying trees, two cars and so on. The occlusion event, in which these three persons are overlapped, takes place in the middle of the video stream. In the third video, two cars are moving in a dark and blurry traffic scene. In the last video (selected from CAVIAR\(^3\)), several people are walking along a corridor. They come into or leave the corridor from time to time. For the tensor-based eigenspace representation, the settings of the ranks \( R_1, R_2 \) and \( R_3 \) in IRTSA are obtained from the experiments. The forgetting factor \( \lambda \) in R-SVD is set as 0.96. The tensor-based subspace is updated every three frames.

Four experiments are conducted to demonstrate the claimed contributions of the proposed IRTSA. The first two experiments are performed to evaluate the foreground segmentation performances of the two subspace analysis based foreground segmentation techniques—the one proposed in [31] (referred here as IRSL) and the proposed IRTSA-GBM using videos 1 and 2, respectively. The last two experiments are performed to evaluate the foreground segmentation performances of the algorithm developed in [35] (referred here as DCRF) and the proposed IRTSA-CBM using videos 3 and 4, respectively. IRSL [31] is a representative image-as-vector linear subspace learning algorithm which incrementally learns a low dimensional eigenspace representation of a real scene by online PCA. However, it is only available for modeling grayscale images. On the other hand, DCRF [35] employs the dynamic conditional random field to model the spatio-temporal statistics of the pixels from color images. It has been proven in the literature that IRSL and DCRF are able to obtain a visually feasible foreground segmentation results. Thus, it is very significant for the proposed IRTSA-GBM and IRTSA-CBM to make a comparison with them. Furthermore, the parameter settings for the comparing methods is conducted to make them perform best simultaneously.

\(^2\)http://www.cvg.cs.rdg.ac.uk/slides/pets.html
\(^3\)http://homepages.inf.ed.ac.uk/rbf/CAVIARDATA1/
Fig. 13. The foreground segmentation results of IRTSA-GBM and IRSL [31] using the first video. In rows 1 and 4, the moving regions are highlighted by white boxes. Rows 2 and 5 correspond to IRTSA-GBM while rows 3 and 6 are associated with IRSL.

In the first experiment, $R_1, R_2$ and $R_3$ in IRTSA-GBM are assigned as 10, 10, and 10, respectively. The scaling factor $\sigma$ in IRTSA-GBM is set as 15. The threshold $T_{\text{gray}}$ is chosen as 0.72. The learning rate factor $\alpha^*$ is assigned as 0.01. For IRSL [31], the PCA dimensionality $p = 25$, the update rate $\alpha = 0.96$, and the coefficient $\beta = 11$. The final foreground segmentation results are shown in Fig. 13, where the second and the fifth rows correspond to IRTSA-GBM while the third and the sixth ones are associated with the IRSL. For a better visualization, we just show the segmentation results of six representative frames 2, 43, 68, 86, 117, and 154.

In the second experiment, $R_1, R_2$ and $R_3$ in IRTSA-GBM are assigned as 15, 15, and 15, respectively. The scaling factor $\sigma$ in IRTSA-GBM is set as 20. The threshold $T_{\text{gray}}$ is chosen as 0.73. The learning rate factor $\alpha^*$ is assigned as 0.01. For IRSL, the PCA dimensionality $p = 26$,
Fig. 14. The foreground segmentation results of \textit{IRTSA-GBM} and IRSL [31] using the second video. In row 1, the moving regions are highlighted by white boxes. Rows 2 and 3 correspond to \textit{IRTSA-GBM} and IRSL, respectively.

Fig. 15. The foreground segmentation results of \textit{IRTSA-CBM} and DCRF [35] using the third video. In row 1, the moving regions are highlighted by white boxes. Rows 2 and 3 correspond to \textit{IRTSA-CBM} and DCRF, respectively.

The update rate $\alpha = 0.95$, and the coefficient $\beta = 9$. The final foreground segmentation results are shown in Fig. 14, where the second row corresponds to \textit{IRTSA-GBM} while the third one is associated with IRSL. The segmentation results of five representative frames 7, 26, 32, 44, and 72 are displayed.

From the results in the first and the second experiments, we note that \textit{IRTSA-GBM} demonstrates a better foreground segmentation result than IRSL. Specifically, \textit{IRTSA-GBM}'s segmen-
Fig. 16. The foreground segmentation results of \textit{IRTSA-CBM} and DCRF [35] using the fourth video. In row 1, the moving regions are highlighted by white boxes. Rows 2 and 3 correspond to \textit{IRTSA-CBM} and DCRF, respectively.

The segmentation results are cleaner, more connected, and less noisy, and more shadow-free. This is due to the fact that since the spatial correlation information is ignored in IRSL, the global or local variations of a scene substantially change the vector eigenspace representation of IRSL.

In the third experiment, \((R^r_1, R^r_2, R^r_3), (R^g_1, R^g_2, R^g_3), \) and \((R^s_1, R^s_2, R^s_3)\), corresponding to three components in the \((r, g, s)\) color space, are respectively assigned as \((11, 11, 11)\), \((11, 11, 11)\) and \((15, 15, 15)\). The learning rate factors \(\alpha_r, \alpha_g\) and \(\alpha_s\) are all assigned as 0.01. The scaling factors \(\sigma_r, \sigma_g\) and \(\sigma_s\) in (14) are set as 0.092, 0.092, and 16, respectively. The threshold \(T_{\text{color}}\) is chosen as 0.51. DCRF is initialized with \(\gamma = 3.5, \tau = 4.5\), the 24-pixel spatial neighborhood, and the 81-pixel temporal neighborhood. The final foreground segmentation results are demonstrated in Fig. 15, where rows 2 and 3 correspond to \textit{IRTSA-CBM} and DCRF, respectively, in which five representative frames (3, 20, 30, 34, and 38) of the video stream are shown.

In the fourth experiment, \((R^r_1, R^r_2, R^r_3), (R^g_1, R^g_2, R^g_3), \) and \((R^s_1, R^s_2, R^s_3)\), corresponding to the three components in the rgs color space, are respectively assigned as \((9, 9, 9)\), \((9, 9, 9)\), and \((13, 13, 13)\). The learning rate factors \(\alpha_r, \alpha_g, \) and \(\alpha_s\) are all assigned as 0.01. The scaling factors \(\sigma_r, \sigma_g, \) and \(\sigma_s\) in (14) are set as 0.1, 0.1, and 20, respectively. The threshold \(T_{\text{color}}\) is chosen as 0.53. DCRF is initialized with \(\gamma = 3, \tau = 4.2\), the 24-pixel spatial neighborhood, and the 81-pixel temporal neighborhood. The final foreground segmentation results are demonstrated in Fig. 16, where rows 2 and 3 correspond to \textit{IRTSA-CBM} and DCRF, respectively, in which five representative frames (296, 312, 472, 790, and 814) of the video stream are shown.

From the results in the third and the fourth experiments, we note that \textit{IRTSA-CBM} secures a
better foreground segmentation result than DCRF. Compared with DCRF, IRTSA-CBM is able to fully exploit the spatio-temporal redundancies within the image ensembles by image-as-matrix tensor-based subspace analysis, resulting in a more robust foreground segmentation result.

In summary, we observe that IRTSA-GBM and IRTSA-CBM perform well in complex scenarios. Consequently, IRTSA-GBM and IRTSA-CBM are two effective models for foreground segmentation.

VII. CONCLUSION

In this paper, we have developed an appearance model based on an incremental rank-$(R_1, R_2, R_3)$ tensor-based subspace learning algorithm (referred as IRTSA), which models the appearance of an object or a scene by incrementally learning a low-order tensor-based eigenspace representation through adaptively updating the sample mean and eigenbasis. Compared with existing image-as-vector approach to image modeling, the developed IRTSA better captures the intrinsic spatio-temporal characteristics of object appearance. On the other hand, the IRTSA) works online, resulting in a much lower computational cost against the traditional offline approaches to tensor decomposition. Based on IRTSA, two applications to tracking and foreground segmentation are developed. The main contributions of these two applications are three-fold. (1) A novel online tensor-based subspace learning algorithm, which enables subspace analysis within a multilinear framework, is proposed to effectively model the appearance of an object. (2) A novel likelihood evaluation function, based on the tensor reconstruction error norm, is developed to measure the similarity between the test image and the learned tensor-based subspace model during the tracking. (3) Two novel background models (IRTSA-GBM and IRTSA-CBM), based on the tensor reconstruction error norm, is developed to measure the similarity between the test image and the learned tensor-based subspace model. Compared with the image-as-vector tracking methods in the literature, the proposed image-as-matrix tracking application is more robust to noise or low quality images, occlusion, scene blurring, small object, and object pose variation. Furthermore, the proposed foreground segmentation application exhibits a better foreground segmentation result than the existing foreground segmentation methods in the literature. Experimental results have demonstrated the robustness and promise of the proposed IRTSA and its applications (to tracking and foreground segmentation).
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Summary of Changes

Compared with the ICCV'07 paper, the changes in this manuscript are briefly summarized as follows:

1. This manuscript focuses on object/scene appearance modeling while the ICCV'07 paper deals with appearance-based tracking. Specifically, the ICCV'07 work is just one of the two IRTSA-based applications in this manuscript.

2. The proposed IRTSA is used for foreground segmentation in this manuscript. We construct two IRTSA-based background models (namely IRTSA-GBM and IRTSA-CBM) for grayscale and color images, respectively. In these two models, the spatiotemporal characteristics of the scene are well captured, leading to a robust foreground segmentation result. (See Sections V and VI-B of this manuscript.)

3. Theoretic analysis or empirical evaluation of some representative appearance models (like GMM [29], IRSL [31], DCRF [35] etc.) against the IRTSA-based ones (IRTSA-GBM and IRTSA-CBM) is given in this manuscript. (See Sections I, II, and VI of this manuscript.)

4. The quantitative complexity analyses of IRTSA and other related work are given in this manuscript. (See Section III-E of this manuscript.)

5. One quantitative comparing experiment is supplemented in this manuscript. (See the last experiment in Section VI-A of this manuscript.)

You can see the ICCV'07 paper in the following pages.
Robust Visual Tracking Based on Incremental Tensor Subspace Learning
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Abstract

Most existing subspace analysis-based tracking algorithms utilize a flattened vector to represent a target, resulting in a high dimensional data learning problem. Recently, subspace analysis is incorporated into the multilinear framework which offline constructs a representation of image ensembles using high-order tensors. This reduces spatio-temporal redundancies substantially, whereas the computational and memory cost is high. In this paper, we present an effective online tensor subspace learning algorithm which models the appearance changes of a target by incrementally learning a low-order tensor eigenspace representation through adaptively updating the sample mean and eigenbasis. Tracking then is led by the state inference within the framework in which a particle filter is used for propagating sample distributions over the time. A novel likelihood function, based on the tensor reconstruction error norm, is developed to measure the similarity between the test image and the learned tensor subspace model during the tracking. Theoretic analysis and experimental evaluations against a state-of-the-art method demonstrate the promise and effectiveness of this algorithm.

1. Introduction

For visual tracking, handling appearance variations of a target is a fundamental and challenging task. In general, there are two types of appearance variations: intrinsic and extrinsic. Pose variation and/or shape deformation of a target object are considered as the intrinsic appearance variations while the extrinsic variations are due to the changes resulting from different illumination, camera motion, camera viewpoint, and occlusion. Consequently, effectively modeling such appearance variations plays a critical role in visual tracking.

In recent years, much work has been done in visual tracking based on modeling the appearance of a target. Hager and Belhumeur [1] propose a tracking algorithm which uses an extended gradient-based optical flow method to handle object tracking under varying illumination conditions. They construct a set of illumination basis for a fixed pose with illumination change. Black et al. [2] present a subspace learning based tracking algorithm with the subspace constancy assumption. A pre-trained, view-based eigenbasis representation is used for modeling appearance variations. However, the algorithm does not work well in the clutter with a large lighting change due to the subspace constancy assumption. In [3], curves or splines are exploited to represent the appearance of a target to develop the Condensation algorithm for contour tracking. Due to the simplistic representation scheme, the algorithm is unable to handle the pose or illumination change, resulting in a usually unsuccessful tracking result under a varying lighting condition. Black et al. [4] employ a mixture model to represent and recover the appearance changes in consecutive frames. Jepson et al. [5] develop a more elaborate mixture model with an online EM algorithm to explicitly model the appearance change during tracking. Zhou et al. [6] embed appearance-adaptive models into a particle filter to achieve a robust visual tracking. Yu et al. [7] propose a spatial-appearance model which captures non-rigid appearance variations and recovers all motion parameters efficiently. Li et al. [8] use a generalized geometric transform to handle the deformation, articulation, and occlusion of appearance. Wong et al. [9] present a robust appearance-based tracking algorithm using an online-updating sparse Bayesian classifier. Lee and Kriegman [10] present an online learning algorithm to incrementally learn a generic appearance model from the video. Lim et al. [11] present a human tracking algorithm using robust system dynamics identification and nonlinear dimension reduction techniques. Ho et al. [12] present a visual tracking algorithm based on linear subspace learning. Li et al. [13] propose an incremental PCA algorithm for subspace learning. In [14], a weighted incremental PCA algorithm for subspace learning is presented. Limy et al. [15] propose a generalized tracking framework based on the incremental image-as-vector subspace learning methods with a sample mean update. It is noted that all the above tracking methods are unable to fully exploit the spatial redundancies within the image ensembles. This is particularly true for those image-as-vector tracking techniques, as the local spatial information is almost lost. Consequently, the focus has been made on developing the image-as-matrix learning al-
algorithms for effective subspace analysis. Yang et al. [16] develop a 2-dimensional PCA (2DPCA) for image representation. Based on the original image matrices, 2DPCA constructs an image covariance matrix whose eigenvectors are derived for image feature extraction. Ye et al. [17] present a learning method called 2-dimensional linear discriminant analysis (2DLD). In [18], a novel algorithm, called GLRAM, is proposed for low rank approximations of a collection of matrices. In [19], Ye et al. present a new dimension reduction algorithm named GPCA, which constructs the matrix representation of images directly.

More recent work on modeling the appearance of a target focuses on using high-order tensors to construct a better representation of the target’s appearance. In this case, the problem of modeling the appearance of a target is reduced to how to make tensor decomposition more accurate and efficient. Wang and Ahuja [20] propose a novel rank-R tensor approximation approach, which is designed to capture the spatio-temporal redundancies of tensors. In [21], an algorithm named Discriminant Analysis with Tensor Representation (DATER) is proposed. DATER is tensorized from the popular vector-based LDA algorithm. In [22], the N-mode SVD, multilinear subspace analysis, is applied to constructing a compact representation of facial image ensembles factorized by different faces, expressions, viewpoints, and illuminations. He et al. [24] present a learning algorithm called Tensor Subspace Analysis (TSA), which learns a lower dimensional tensor subspace to characterize the intrinsic local geometric structure of the tensor space. In [25], Wang et al. give a convergent solution for general tensor-based subspace learning. Sun et al. [26] mine higher-order data streams using dynamic and streaming tensor analysis. Also in [27], Sun et al. present a window-based tensor analysis method for representing data streams over the time. All of these tensor-based algorithms share the same problem that they are not allowed for incremental subspace analysis for adaptively updating the sample mean and eigenbasis.

In this paper, we develop a tracking framework based on an incremental tensor subspace learning. The main contributions of the framework are as follows. First, the proposed framework does not need to know any prior knowledge of the object. A low dimensional eigenspace representation is learned online, and is updated incrementally over the time. The framework only assumes that the initialization of the object region is provided. Second, while the Condensation algorithm [3] is used for propagating the sample distributions over the time, we develop an effective probabilistic likelihood function based on the learned tensor eigenspace model. Third, while R-SVD [15, 28] is applied to update both the sample mean and eigenbasis online as new data arrive, an incremental multilinear subspace analysis is enabled to capture the appearance characteristics of the object during the tracking.

2. The framework for visual tracking

2.1. Overview of the framework

The tracking framework includes two stages: (a) tensor subspace learning; and (b) Bayesian inference for visual tracking. In the first stage, a low dimensional tensor eigenspace model is learned online. The model uses the proposed incremental rank-(R1, R2, R3) tensor subspace analysis (thus called IRD) to find the dominant projection subspaces of the 3-order tensors (image ensembles). In the second stage, the target locations in consecutive frames are estimated by the Bayesian state inference within the framework in which a particle filter is applied to propagate sample distributions over the time. These two stages are executed repeatedly as time progresses. Moreover, the framework has a strong adaptability in the sense that when new image data arrive, the tensor eigenspace model follows the updating online. The architecture of the framework is shown in Figure 1.

2.2. Dynamic tensor subspace analysis

Before we present the proposed online tensor subspace learning method, we first give a brief review of the related background as well as the introduction to the notations and symbols we use.

2.2.1 Multilinear algebra

The mathematical foundation of multilinear analysis is the tensor algebra. A tensor can be regarded as a multidimensional matrix. We denote an N-order tensor as $A \in \mathcal{R}^{I_1 \times I_2 \times \ldots \times I_N}$, each element of which is represented as $a_{i_1 \ldots i_n \ldots i_N}$ for $1 \leq i_n \leq I_n$. In the tensor terminology, each dimension of a tensor is associated with a “mode”. The mode-$n$ unfolding matrix $A_{(n)} = \mathcal{R}^{I_n \times (\prod_{i \neq n} I_i)}$ of $A$ consists of the $I_n$-dimensional mode-$n$ vectors obtained by varying the $n$th-mode index $i_n$ while keeping the other mode indices fixed. Namely, the column vectors of $A_{(n)}$ are just the mode-$n$ vectors. For a better understanding of the tensor unfolding, we take advantage of Figure 2 to explain the process of the unfolding. The inverse operation of the mode-$n$ unfolding is the mode-$n$ folding, which can restore the original tensor $A$ from the mode-$n$ unfolding matrix $A_{(n)}$. The mode-$n$ product of $A$ and a matrix $U \in \mathcal{R}^{I_n \times I_n}$ is denoted as $A \times_n U \in \mathcal{R}^{I_1 \times \ldots \times I_{n-1} \times I_n \times I_{n+1} \times \ldots \times I_N}$ whose entries are as follows:

$$\sum_{i_n} a_{i_1 \ldots i_{n-1} i_n i_{n+1} \ldots i_N} u_{j_1 \ldots i_n \ldots j_N}$$

(1)
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Figure 2. Illustration of unfolding a (3-order) tensor.

Given a tensor $A \in \mathcal{R}^{I_1 \times I_2 \times \ldots \times I_N}$ and the matrices $C \in \mathcal{R}^{J_1 \times I_2}$, $D \in \mathcal{R}^{K_1 \times I_2}$, $E \in \mathcal{R}^{J_N \times I_N}$ ($n \neq m$), the mode-$n$ product has the following properties:

1. $(A \times_n C) \times_m E = (A \times_m E) \times_n C = A \times_n C \times_m E$
2. $(A \times_n C) \times_n D = A \times_n (D \cdot C)$

The scalar product of two tensors $A, B$ is defined as:

$$\langle A, B \rangle = \sum_{i_1} \sum_{i_2} \ldots \sum_{i_N} a_{i_1 \ldots i_N} b_{i_1 \ldots i_N}$$

The Frobenius norm of $A \in \mathcal{R}^{I_1 \times I_2 \times \ldots \times I_N}$ is defined as: $\|A\| = \sqrt{\langle A, A \rangle}$. The mode-$n$ rank $R_n$ of $A$ is defined as the dimension of the space generated by the mode-$n$ vectors: $R_n = \text{rank}(A_{(n)})$. More details of the tensor algebra are given in [29].

### 2.2.2 Tensor decomposition

The Higher-Order Singular Value Decomposition (HOSVD) [22] is a generalized form of the conventional matrix singular value decomposition (SVD). An $N$-order tensor $A$ is an $N$-dimensional matrix composed of $N$ vector spaces. HOSVD seeks for $N$ orthonormal matrices $U^{(1)}, \ldots, U^{(N)}$ which span these $N$ spaces, respectively. Consequently, the tensor $A$ can be decomposed as the following form:

$$A = B \times_1 U^{(1)} \times_2 U^{(2)} \times_N U^{(N)}$$

where $B = A \times_1 U^{(1) T} \times_2 U^{(2) T} \times_N U^{(N) T}$ which denotes the core tensor controlling the interaction among the mode matrices $U^{(1)}, \ldots, U^{(N)}$. The orthonormal column vectors of $U^{(n)}$ span the column space of the mode-$n$ unfolding matrix $A_{(n)}$ ($1 \leq n \leq N$). In this way, we have the $N$-mode HOSVD algorithm [22] illustrated in Table 1.

In real applications, dimension reduction is necessary for a compact representation of tensors. In [29], Lathauwer et al. propose the best rank-$(R_1, R_2, \ldots, R_N)$ approximation algorithm for dimension reduction. The algorithm applies the Alternative Least Squares (ALS) to find the dominant projection subspaces. However, its computational cost is very expensive.

### 2.2.3 Introduction to R-SVD

The classic R-SVD algorithm [28] efficiently computes the SVD of a dynamic matrix with newly added columns or rows, based on the existing SVD. Unfortunately, the R-SVD algorithm [28] is based on the zero mean assumption, leading to the failure of tracking subspace variabilities. Based on [28], [15] extends the R-SVD algorithm to compute the eigenbasis of a scatter matrix with the mean update. The details are described as follows.

Given a matrix $H = \{K_1, K_2, \ldots, K_g\}$ and its column mean $K$, we let $\text{CVD}(H)$ denote the SVD of the matrix $\{K_1 - K, K_2 - K, \ldots, K_g - K\}$. Given the column mean $L_p$ of the existing data matrix $H_p = \{L_1, L_2, \ldots, L_n\}$, $\text{CVD}(H_p) = U_p \Sigma_p V_p^T$, the column mean $L_q$ of the new data matrix $F = \{L_{n+1}, L_{n+2}, \ldots, L_{n+m}\}$, and the column mean $L_e$ of the entire data matrix $H_e = (H_p | F)$, $\text{CVD}(H_e) = U_e \Sigma_e V_e^T$ can be determined as:

1. Compute $L_e = \frac{n}{m+n}L_p + \frac{m}{m+n}L_q$.
2. Compute $\tilde{F} = (F - L_q I_{1 \times m} \sqrt{\frac{m}{m+n}} (L_p - L_q))$.

In order to fit the data streams well, the forgetting factor is introduced by [15] to weight the data streams. Typically, recent observations are given more weights than historical ones. For example, the weighted data matrix $H_e'$ of $H_e$ may be formulated as: $H_e' = (\lambda H_p | \tilde{F}) = (U_p (\lambda \Sigma_p) V_p^T | \tilde{F})$ where $\lambda$ is the forgetting factor. The analytical proof of R-SVD is given in [15, 28].

### 2.2.4 Incremental rank-(R₁, R₂, R₃) tensor subspace analysis

Based on HOSVD [22], IRTSA presented below efficiently identifies the dominant projection subspaces of 3-order tensors, and is capable of incrementally updating for $n=1$ to $N$.

1. Compute the SVD of the mode-$n$ unfolding matrix $A_{(n)} = \tilde{U}_n \cdot \tilde{D}_n \cdot \tilde{V}_n^T$.
2. Set the mode matrix $U_{(n)}$ as the orthonormal matrix $\tilde{U}_n$.

Compute the core tensor as:

$$B = A \times_1 U^{(1) T} \times_2 U^{(2) T} \times_N U^{(N) T}$$

Table 1. The $N$-mode HOSVD algorithm

In the next two sections (2.2.3 and 2.2.4), we will discuss the proposed incremental rank-(R₁, R₂, R₃) tensor subspace analysis (IRRTSA) method for 3-order tensors. IRTSA applies the online learning technique (R-SVD [15, 28]) to find the dominant projection subspaces of 3-order tensors.
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the mode- $k$ unfolding matrix $A_{(k)}$ (1 $\leq k \leq 3$) for a 3-order tensor $A \in \mathbb{R}^{I_1 \times I_2 \times I_3}$, IRRTSA is able to efficiently compute the CVD of the mode-$i$ unfolding matrix $A_{(i)}$ (1 $\leq i \leq 3$) for $A^* = (A \mid \mathcal{F}) \in \mathbb{R}^{I_1 \times I_2 \times I_3}_{\mathcal{F}}$, where $A \in \mathbb{R}^{I_1 \times I_2 \times I_3}$ is a new 3-order subtensor and $I_3^* = I_1 + I_2$. To facilitate the description, Figure 3 is used for illustration. In the left half of Figure 3, three identical tensors are unfolded in three different modes. For each tensor, the white regions represent the original subtensor while the dark regions denote the newly added subtensor. The three unfolding matrices corresponding to the three different modes are shown in the right half of Figure 3, where the dark regions represent the unfolding matrices of the newly added subtensor $\mathcal{F}$. With the emergence of the new data subtensors, the column spaces of $A_{(1)}$ and $A_{(2)}$ are extended at the same time when the row space of $A_{(3)}$ is extended. Consequently, IRRTSA needs to track the changes of these three unfolding spaces, and needs to identify the dominant projection subspaces for a compact representation of the tensor. It is noted that $A_{(2)}$ can be decomposed as: $A_{(2)}^* = (A_{(2)} \mid \mathcal{F}_{(2)}) \cdot P = B \cdot P$, where $B = (A_{(2)} \mid \mathcal{F}_{(2)})$ and $P$ is an orthonormal matrix obtained by column exchange and transpose operations on an $(I_1 \cdot I_3^*)$-order identity matrix $G$. Let

$$G = \left(\begin{array}{c|c|c|c|c} I_3 & I_1' & I_3 & I_1' & \cdots & I_3 & I_1' \end{array}\right)$$

which is generated by partitioning $G$ into $2I_1$ blocks in the column dimension. Consequently, the orthonormal matrix $P$ is formulated as:

$$P = (E_1 \mid E_2 \mid \cdots \mid E_{I_1} \mid Q_1 \mid Q_2 \mid \cdots \mid Q_{I_1})^T.$$

In this way, $A_{(2)}^*$'s CVD is efficiently computed on the basis of $P$ and $B$’s CVD obtained by applying R-SVD to $B$. Furthermore, $A_{(1)}^*$'s CVD is efficiently obtained by performing R-SVD on the matrix $(A_{(1)} \mid \mathcal{F}_{(1)})$. Similarly, $A_{(3)}^*$’s CVD is efficiently obtained by performing R-SVD on the matrix

Input:

CVD of the mode-$k$ unfolding matrix $A_{(k)}$, i.e., $U^{(k)}D^{(k)}V^{(k)^T}$ (1 $\leq k \leq 3$) of an original tensor $A \in \mathbb{R}^{I_1 \times I_2 \times I_3}$, newly-added tensor $\mathcal{F} \in \mathbb{R}^{I_1 \times I_2 \times I_3'}$, column mean $\bar{L}^{(1)}$ of $A_{(1)}$, column mean $\bar{L}^{(2)}$ of $A_{(2)}$, row mean $\bar{L}^{(3)}$ of $A_{(3)}$ and $R_1, R_2, R_3$.

Output:

CVD of the mode-$i$ unfolding matrix $A_{(i)}^*$, i.e., $U^{(i)}D^{(i)}V^{(i)^T}$ (1 $\leq i \leq 3$) of $A^* = (A \mid \mathcal{F}) \in \mathbb{R}^{I_1 \times I_2 \times I_3}_{\mathcal{F}}$, where $I_3^* = I_1 + I_2$, column mean $\bar{L}^{(1^*)}$ of $A_{(1)}^*$, column mean $\bar{L}^{(2^*)}$ of $A_{(2)}^*$ and row mean $\bar{L}^{(3^*)}$ of $A_{(3)}^*$.

Algorithm:

1. $A_{(1)}^* = (A_{(1)} \mid \mathcal{F}_{(1)})$;
2. $A_{(2)}^* = (A_{(2)} \mid \mathcal{F}_{(2)}) \cdot P = B \cdot P$, where $P$ is defined in (4);
3. $A_{(3)}^* = \left(\frac{A_{(3)}}{F_{(3)}}\right)$;
4. $[\bar{U}^{(1)}, \bar{D}^{(1)}, \bar{V}^{(1)^*}] = \text{R-SVD} (A_{(1)}^*, \bar{L}^{(1)}, R_1)$;
5. $[\bar{U}^{(2)}, \bar{D}^{(2)}, \bar{V}_2, \bar{L}^{(2^*)}] = \text{R-SVD} (B, \bar{L}^{(2)}, R_2)$;
6. $V^{(2)} = P^T \cdot \bar{V}_2$;
7. $[\bar{U}_3, \bar{D}_3, \bar{V}_3, \bar{L}_3] = \text{R-SVD} (A_{(3)}^*, \bar{L}^{(3)}, R_3)$;
8. $U^{(3)} = \bar{V}_3, \bar{D}^{(3)} = (\bar{D}_3)^T, \bar{V}^{(3)} = \bar{U}_3, \bar{L}^{(3^*)} = (\bar{L}_3)^T$.

Table 2. The incremental rank-(R1, R2, R3) tensor subspace analysis algorithm (IRRTSA). R-SVD(\(\mathbb{C} \mid \mathbb{E}\), L, R) represents that the first R dominant eigenvectors are used in R-SVD [15] for the matrix \(\mathbb{C} \mid \mathbb{E}\) with \(\mathbb{C}\)’s column mean being \(L\).

\[
\left(\frac{A_{(3)}}{F_{(3)}}\right)^T. \text{ The specific procedure of IRRTSA is listed in Table 2.}
\]

In real tracking applications, it is necessary for a subspace analysis-based algorithm to evaluate the likelihood of the test sample and the learned subspace. In IRRTSA, the criteria for the likelihood evaluation are given as follows. Given $I_3$ existing images represented as $A \in \mathbb{R}^{I_1 \times I_2 \times 1}$, a test image denoted as $J \in \mathbb{R}^{I_1 \times I_2 \times 1}$ and the mode-$i$ column projection matrices $U^{(i)} \in \mathbb{R}^{I_1 \times R_1}$ (1 $\leq i \leq 2$) and the mode-3 row projection matrix $V^{(3)} \in \mathbb{R}^{I_2 \times R_3}$ of the learned subspaces of $A$, the likelihood can be determined by the sum of the reconstruction error norms of the three modes:

$$RE = \sum_{i=1}^{2} \| (J - M_i) - \left( J - M_i \right) \prod_{j=1}^{3} (U^{(j)}, V^{(j)^T}) \|^2 + \| (J_{(3)} - M_3) - (J_{(3)} - M_3) \cdot (V^{(3)}, V^{(3)^T}) \|^2$$

where $J_{(i)}$ is the mode-$i$ unfolding matrix of $J$, $\prod_{k=1}^{K} D_k = \times_1 D \times_2 D \times_3 \cdots \times_K D_k$, $M_3 = \bar{L}^{(3)}$ which is the row mean of the mode-3 unfolding matrix $A_{(3)}$, $M_1$ and $M_2$ are defined as:
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Let the state variable describing the affine motion parameters \((x, y, \eta, s_1, \beta_1, \phi_1)\) where \(x, y\) are translations, \(\eta\) is the skew, \(s_1\) is the scale, \(\beta_1\) is the skew direction at time \(t\), respectively. We employ a Gaussian distribution to model the state transition distribution \(p(X_t | X_{t-1})\). Also the six parameters of the affine transform are assumed to be independent. Consequently, \(p(X_t | X_{t-1})\) is formulated as:

\[
p(X_t | X_{t-1}) = \mathcal{N}(X_t; X_{t-1}, \Sigma)
\]

where \(\Sigma\) denotes a diagonal covariance matrix whose diagonal elements are \(\sigma_x^2, \sigma_y^2, \sigma_\eta^2, \sigma_s^2, \sigma_\beta^2, \sigma_\phi^2\), respectively. The observation model \(p(O_t | X_t)\) reflects the probability that a sample is generated from the subspace. In this paper, \(RE\), defined in (5), is used to measure the distance from the sample to the center of the subspace. Consequently, \(p(O_t | X_t)\) is formulated as:

\[
p(O_t | X_t) \propto \exp(-RE)
\]

For MAP estimate, we just use the affinely warped image region associated with the highest weighted hypothesis to update the tensor-based eigenspace model.

### 3. Experiments

In order to evaluate the performance of the proposed tracking framework, four videos are used in the experiments. Videos 1 and 4 are captured indoor while videos 2 and 3 are recorded outdoor. Furthermore, videos 1 and 3 are taken from moving cameras in different scenes while videos 2 and 4 are recorded by stationary cameras. Each frame in these videos is a 8-bit gray scale image. In video 1, a man walks in a room changing his pose and facial expression over the time with varying lighting conditions. In video 2, a pedestrian as a small target moves down a road in a dark and blury scene. In video 3, a man walks from left to right in a bright road scene; his body pose varies over the time, with a drastic motion and pose change (bowing down to reach the ground and standing up back again) in the middle of the video stream. Video 4 consists of dark and motion-blurring gray scale images, where many motion events take place, including wearing and taking off the glasses, head shaking, and hands occluding the face from time to time. For the tensor eigenspace representation, the size of each target region is normalized to \(20 \times 20\) pixels. The settings of the ranks \(R_1, R_2\) and \(R_3\) in IRTSA are obtained from the experiments. The forgetting factor \(\lambda\) in R-SVD is set as \(0.99\). The tensor subspace is updated every three frames. For the particle filtering in the visual tracking,
the number of particles is set to be 300. The six diagonal elements \((\sigma_1^2, \sigma_2^2, \sigma_3^2, \sigma_4^2, \sigma_5^2, \sigma_6^2)\) of the covariance matrix \(\Sigma\) in (8) are assigned as \((5^2, 5^2, 0.03^2, 0.03^2, 0.005^2, 0.001^2)\), respectively.

Four experiments are conducted to demonstrate the claimed contributions of the proposed IRTSA. These four experiments are to compare tracking results of IRTSA with those of a state-of-the-art image-as-vector subspace learning based tracking algorithm [15], referred as IAVSL in this paper, in different scenarios including noise disturbance, scene blurring, small target tracking, target pose variation, and occlusion. IAVSL is a representative image-as-vector linear subspace learning algorithm which incrementally learns a low dimensional eigenspace representation of the target appearance by online PCA. Compared with most existing tracking algorithms, based on constructing an invariant target appearance representation, IAVSL is able to online track appearance changes of the target, resulting in a better tracking result. In contrast to image-as-vector IAVSL, our proposed IRTSA relies on image-as-matrix tensor subspace analysis to reflect the appearance changes of a target. Consequently, it is very significant to make a comparison between IAVSL and IRTSA.

The first experiment is performed to evaluate the performances of the two subspace analysis based tracking techniques—IAVSL and IRTSA on investigating their tracking performances under the disturbance of strong noise. The video used in this experiment is obtained by manually adding Gaussian random noise to Video 1. The process of adding the noise is formulated as: \(I'(x, y) = G(I(x, y) + s \cdot Z)\), where \(I(x, y)\) denotes the original pixel value, \(I'(x, y)\) represents the pixel value after adding noise, \(Z\) follows the standard normal distribution \(\mathcal{N}(0, 1)\), \(s\) is a scaling factor controlling the amplitude of the noise, and the function \(G(\cdot)\) is defined as:

\[
G(x) = \begin{cases} 
0 & x < 0 \\
255 & x > 255 \\
[x] & 0 \leq x \leq 255 
\end{cases} 
\]

(10)

where \([x]\) stands for the floor of the element \(x\). In this experiment, \(s\) is set as 200. \(R_1, R_2\) and \(R_3\) in IRTSA are assigned as 3, 3 and 5, respectively. For IAVSL, 5 eigenvectors are maintained during the tracking, and the remaining eigenvectors are discarded at each subspace updating. The final tracking results of IRTSA and IAVSL are shown in Figure 4. For a better visualization, we just show the tracking results of six representative frames 11, 21, 30, 41, 54 and 72. In Figure 4, the first row corresponds to the tracking results of the reference frames without noise using IRTSA. The remaining two rows are for the tracking results of IRTSA and IAVSL, respectively, under the disturbance of the noise. From Figure 4, we see that the proposed tracking algorithm exhibits a robust tracking result while IAVSL fails to track the face under the disturbance of strong noise. This is due to the fact that since the spatial correlation information is ignored in IAVSL, the noise disturbance substantially changes the vector eigenspace representation of the target’s appearance. In comparison, IRTSA relies on a robust tensor eigenspace model which makes a full use of the spatio-temporal distribution information of the image ensembles in the three modes. Consequently, IRTSA has a strong error-tolerating capability. (Please see the supplementary video “Experiment1.mp4” for the first experiment.)

The second experiment aims to compare the tracking performance of IRTSA with that of IAVSL in handling scene blurring and small target scenarios using Video 2. \(R_1, R_2\) and \(R_3\) in IRTSA are set as 5, 5 and 8, respectively. For IAVSL, 16 eigenvectors are maintained during the tracking, and the remaining eigenvectors are discarded at each subspace updating. We show the final tracking results for IRTSA and IAVSL in Figure 5, where the first and the second rows correspond to the performances of IRTSA and IAVSL, respectively, in which six representative frames (236, 314, 334, 336, 345 and 360) of the video stream are shown. Clearly, IRTSA succeeds in tracking while IAVSL fails. The reasons are explained as follows. IRTSA takes an image as a matrix, in comparison with the image-as-vector representation in IAVSL. Consequently, IRTSA makes a more compact target representation capable of reducing potentially substantial spatio-temporal redundancy of the image ensembles while IAVSL must solve for a high-dimensional data learning problem. This becomes particularly true for tracking a small target and/or with a blurring
we note that

The third experiment is for a comparison between IRTSA and IAVSL in the scenarios of pose variation using Video 3. In this experiment, \( R_1, R_2 \) and \( R_3 \) are assigned as 8, 8 and 10, respectively. For IAVSL, 16 eigenvectors are maintained during the tracking, and the remaining eigenvectors are discarded at each subspace updating. The final tracking results are demonstrated in Figure 6, where rows 1 and 2 correspond to IRTSA and IAVSL, respectively, in which six representative frames (145, 150, 166, 182, 192 and 208) of the video stream are shown. From Figure 6, it is clear that IRTSA is capable of tracking the target successfully even with a drastic pose and motion change while IAVSL gets lost in tracking the target after this drastic pose and motion change. (Please see the supplementary video “Experiment3.mpg” for the third experiment.)

The fourth experiment is to compare the performances of the two methods IRTSA and IAVSL in handling partial occlusions using Video 4. In this experiment, \( R_1, R_2 \) and \( R_3 \) are set as 3, 3 and 5, respectively. For IAVSL, 10 eigenvectors are maintained during the tracking, and the remaining eigenvectors are discarded at each subspace updating. The final tracking results are demonstrated in Figure 7, where rows 1 and 2 are the performance results of IRTSA and IAVSL, respectively, in which six representative frames (92, 102, 119, 132, 148 and 174) of the video stream are shown. From Figure 7, we see that IRTSA is capable of tracking the target all the time even though the target is occluded partially from time to time in a poor lighting condition. On the other hand, IAVSL gets completely lost in tracking the target. (Please see the supplementary video “Experiment4.mpg” for the fourth experiment.)

From the results in the third and the fourth experiments, we note that IRTSA is robust to pose variation and occlusion. The reason is that the dominant subspace information of the three modes is incorporated into IRTSA. Even if the subspace information of some modes is partially lost or drastically varies, IRTSA is capable of recovering the information using the cues of the subspace information from other modes.

Since there are no benchmark databases in the experiments, we have to provide a quantitative comparison between IRTSA and IAVSL using some representative frames. The object center locations in the representative frames used by the above four experiments are labeled manually as the ground truth. In this way, we can quantitatively evaluate the tracking performances of IRTSA and IAVSL by computing their corresponding pixel-based mean localization deviations between tracking results and the ground truth. The less the deviation, the higher the localization accuracy. The final comparing results are listed in Table 3. From Table 3, we see that the target localization accuracy of IRTSA is much higher than that of IAVSL.

In summary, we observe that IRTSA outperforms IAVSL in the scenarios of noise disturbance, blurring scenes, small targets, drastic target pose change, and occlusions. Consequently, IRTSA is an effective online tensor subspace learning algorithm which performs well in modeling appearance changes of a target in many complex scenarios.

4. Conclusion

In this paper, we have developed a visual tracking framework based on the incremental tensor subspace learning. The main contribution of this framework is two-fold. (1) A novel online tensor subspace learning algorithm, which enables subspace analysis within a multilinear framework, is proposed to reflect the appearance changes of a target. (2) A novel likelihood function, based on the tensor reconstruction error norm, is developed to measure the similarity between the test image and the learned tensor subspace model

<table>
<thead>
<tr>
<th>Method</th>
<th>Exp 1</th>
<th>Exp 2</th>
<th>Exp 3</th>
<th>Exp 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>IRTSA</td>
<td>5.12</td>
<td>2.54</td>
<td>3.26</td>
<td>2.52</td>
</tr>
<tr>
<td>IAVSL</td>
<td>31.71</td>
<td>28.65</td>
<td>77.19</td>
<td>28.61</td>
</tr>
</tbody>
</table>

Table 3. Comparison between IRTSA and IAVSL in the tracking mean localization deviation with the ground truth. Exp \( k \) corresponds to experiment \( k \) (1 ≤ \( k \) ≤ 4), and the localization deviation is measured in pixels. It is clear that the proposed IRTSA performs much better than IAVSL.
Figure 7. The tracking results of IRTSA and IAVSL in the scenarios of partial occlusions. Rows 1 and 2 show the tracking results of IRTSA and IAVSL, respectively.

during the tracking. Compared with the image-as-vector tracking methods in the literature, our proposed image-as-matrix tracking method is more robust to noise or low-quality images, occlusion, scene blurring, small target, and target pose variation. Experimental results have demonstrated the robustness and promise of the proposed framework.
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