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In this last chapter we will give a summary of the contributions of this
work and present proposals for extending Ymir.  Specifically, we will
look at the following issues: {1} contributions of this thesis and what
remains to be done {2}, potential limitations of the architecture, and {3}
how Ymir could support extensions such as dialogue history, simulated
emotions, learning and multiple conversant situations.

 

12.1 High-Level Issues

 

Two high-level issues were to be addressed by this work.  The first was
the general issue human-computer interaction.  The plan was to make an
interface that takes advantage of peopleÕs knowledge about face-to-face
interaction, turn-taking and perceptual abilities of interacting parties to
provide a consistent metaphor for the relationship between human and
computer.  The prototype designed shows that these features can, in
fact, be incorporated into a computer interface, and that the outcome
gives its user a high-bandwidth communication channel with the com-
puter.  Expansion of the prototype presented here will result in robust
agent-based systems that provide a powerful and intuitive new means
for people to interact with computers.  Potential applications are simply
too numerous to list, covering such broad areas as education, office
work (and work in general), entertainment and psychological and social
research.

The second general issue addressed in this thesis was dialogue model-
ing.  The Ymir architecture is a model of face-to-face communication,
linking together a number of elements of multimodal dialogue for the
purpose of providing a platform for creating communicative humanoids.
Gandalf, the first prototype built in Ymir, has been provided with a set
of skills that enabled him to carry on multimodal dialogue and exhibit
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behavior comparable to that of a human engaged in dialogue.  That it
does exhibit behavior similar to a human conversational partner has
been shown both by user testing and by a comparison to the Model
Human Processor [Card et al. 1983].  Thus, Ymir has proven too be a
sufficiently sophisticated architecture to provide the basis for designing
interactive agents with language and multimodal capability.

Now lets look at the specific issues addressed in this thesis and how
they were answered.

 

12.2 The Goals of Bridging Between Sensory 
Input and Action Generation

 

A main argument in this thesis has been that face-to-face dialogue hap-
pens on 

 

multiple levels of granularity

 

, both in perception and action
(ÒChallenges of Real-Time Multimodal DialogueÓ on page 66).  It is no
surprise, therefore, that the model proposed here as a framework for
multimodal agents, Ymir, is multilayered (Figure 7-10 on page 107).  It
uses the concept of layers (see ÒLayersÓ on page 92) to cluster processes
that share similar time-constraints.  Thus, highly reactive perceptual and
action processes are contained in one layer (ÒReactive Layer (RL)Ó on
page 93), more reflective processes share another layer (ÒProcess Con-
trol Layer (PCL)Ó on page 93) and the least time-dependent actions
have their own layer (ÒContent Layer (CL)Ó on page 95).  A fourth layer
hosts the agentÕs ability to gracefully integrate multiple action goals into
coherent outward behavior  (ÒAction Scheduler (AS)Ó on page 94).
Thus, as far as answering how to bridge from sensory input to action
generation, Ymir has proven successful.  

 

12.2.1 Continuous Input and Output 
Over Multiple Modes

 

The issue of continuity in multimodal interaction is a complex one.
People manage to perceive multimodal acts to an extraordinary degree
[Goodwin 1981], but entangling the rules how they do it has not been
easy.  The problem contains at least two parts: Segmenting out the sig-
nificant parts of a unimodal act, and recognizing the function of multi-
modal acts in real time.  In Chapter 5. (ÒFunctional Analysis: A
Precursor to Content Interpretation and (sometimes) Feedback Genera-
tionÓ on page 71) we argued that the latter was needed in order to do the
former properly.  While the former has gotten some attention in the lit-
erature, the latter has not been addressed, and was therefore made the
focus in this work.  The solution to the problem of continuous input
advanced here lies in treating events at multiple levels of detail and inte-
grating them in a way that supports directly the actions needed for the
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dialogue interaction.  Two kinds of processes were designed, 

 

unimodal

 

and 

 

multimodal

 

, the former providing data needed in the latter to deter-
mine the function of multimodal acts (see ÒVirtual SensorsÓ on page 98
and ÒMultimodal DescriptorsÓ on page 99).  Taking a simulated parallel
approach, this model is likely to deal successfully with expansionÑand
thus the important issue of real-time constraintsÑshould future imple-
mentation rely on massively parallel hardware.

The mirror problem to continuous input is continuous multimodal 

 

out-
put

 

.  One part is the 

 

coordination

 

 of multimodal output, the other is 

 

gen-
eration

 

 of multimodal acts.  The former, falling directly under the
auspices of dialogue management, was the main focus here.  Separating

 

coordination 

 

 from 

 

generation

 

 in this manner allows us to create direct
links between the perceptual acts of a multimodal character and its
actions, independent of the actionÕs form.  Decisions to act are made by
a set of modules that monitor the conditions in the agentÕs perceptual
and ÒcognitiveÓ states (ÒState Decision ModulesÓ on page 118).  The
actions of these modules are the

 

 intentional phase

 

 of a multimodal act;
they in turn get evaluated in the Action Scheduler (ÒAction Scheduler
(AS)Ó on page 94), which, depending on the current state of the agentÕs
memory and motor state, turns them into appropriate motor actions.  

 

12.2.2 Coordination of Actions on Multiple Levels

 

Having proposed a highly distributed system, we need a way for mod-
ules to speak to one another.  For this purpose, Ymir uses three black-
boards.  For example, to enable separation between output generation
and output 

 

coordination

 

Ñor process controlÑthe PCL and CL commu-
nicate with each other through a dedicated blackboard (ÒBlackboardsÓ
on page 96) using special communication primitives (Figure 8-8 on
page 119).  Such Òlimited accessÓ blackboards allow us to accommodate
multiple modules at multiple levels of granularity without sacrificing
system comprehensibility.

Looking at Ymir at a more detailed level, the State Decision modules in
the Process Control Layer (see ÒState Decision ModulesÓ on page 118)
can be made to turn on or off modules in that same layer, as well as in
the layer below, the Reactive Layer.  This is another promising method
for exerting run-time control over multiple modules at multiple levels.
However, this scheme might need to be expanded to deal with more
complex perceptual modules. 

 

12.2.3 Lack of Behaviors

 

One problem we encountered in our discussion of autonomous agents
was the amount/number of behaviors one can put into the system (ÒThe
Lack of Behaviors ProblemÓ on page 85).  Ymir solves this problem by
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allowing hierarchical definitions of behaviors and enabling other parts
of the system to access these at any level (ÒRepresentation of Behav-
iorsÓ on page 100).  The main limitation of this scheme, as embodied in
the implementation, is the lack of composition rules for piecing together
various parts of various behaviors, to allow for the emergence of new
behaviors (see ÒInherent LimitationsÓ below).

 

12.2.4 The Natural Language Problem

 

As demonstrated in the J. Jr. prototype (ÒThe Reactive-Reflective Inte-
gration ProblemÓ on page 85), adding natural language capabilities to
agents based on most of the current reactive-only architectures is prob-
lematic. In Ymir the layer containing the agentÕs knowledge base(s),
Topic Knowledge Base (TKB) and Dialogue Knowledge Base (DKB),
is separated from the layers exerting control over when actions happen.
This allows for seamless integration of high-level behaviors such as lan-
guage with lower-level ones.

While the separation of TKB and DKB from the rest of the system deals
successfully with the issue of integrating natural language into a hybrid
reactive-reflective system, we still need to define the mechanisms that
interpret and generate the linguistic output. The multimodal interpreter
in the Gandalf prototype is very simple, and works well in its limited
arena, but it leaves several issues unanswered.  At the top of this list is
how to deal with 

 

spatial data

 

 in relation to language.  Only considerable
additions to what has been implemented in the prototype can clarify
how extensible this scheme is.  

 

12.2.5 The Expansion Problem

 

In the J. Jr. chapter (page 81) we saw how expanding the agentÕs behav-
iors and perceptual capabilities became a problem of system complex-
ity.  This is a general problem for systems based on finite state
machines, and other systems which use mechanisms at the same level of
granularity.  Because Ymir separates reactive processes from reflective
ones, expanding either one is possible without interfering with the other.
Using communication between the Process Control Layer and the Con-
tent Layer (see Figure 8-8 on page 119) allows us to continuously
expand the systemÕs topic knowledge without having to change a single
thing regarding the real-time execution of actions.   

One question that remains unanswered is how well the idea of hierarchi-
cal perception works.  More specifically, can we add more advanced
perceptual modules into the Process Control Layer and the Content
LayerÑdoes this make sense?  In the current implementation these are
mainly contained in the Reactive Layer.  More research is needed.
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12.2.6 Goals: Conclusion

 

In conclusion, Ymir provides a foundation that fulfills the original goals
it was meant to fulfill: It bridges between multimodal input analysis and
multimodal output generation, allowing the construction of autonomous
humanoid agents capable of continuous, interactive dialogue with peo-
ple, comparable to human face-to-face conversation, proposing a num-
ber of mechanisms and ideas to fill in the missing knowledge that could
make this possible.

 

12.3 Inherent Limitations

 

While Ymir provides quite a number of solutions to generating commu-
nicative humanoids, it also is obvious that as an architecture for accom-
modating 

 

everything

 

 needed in multimodal dialogue, Ymir has its
limitations.  What exactly those are is not clear at the present; the hope
is that it will provide at least a solid stepping stone to the next level.
However, it may be useful for other researchers to provide an insight
into where the weak links may lie.

 

12.3.1 Reactive-Reflective Distinction

 

One can guess that the strict distinction between reactive and reflective
behaviors proposed may need to be relaxed, perhaps to the point where
the division into Reactive and Process Control layers no longer make
sense.  Such a course of events, however, is likely to make the construc-
tion of complex characters quite daunting, and may call for new princi-
ples for conceptually segmenting the systems responsible for those
functions.  Schemes such as those used by Blumberg & Gaylean [1995],
which allow modules to be grouped, could be a potential solution in this
case.  Still, the level at which the modules are designed is likely to be
adequate for constructing even relatively complex agents.

 

12.3.2 Communication Between Layers

 

It may also happen that communication between the Process Control
Layer and the Content Layer eventually becomes so complex that they
should be considered a single system, or a larger set of smaller systems.
Again, mechanisms must be introduced to steer away from increasing
numbers of identical modules, messages or rules, since designing these
becomes difficult.
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12.3.3 Behaviors and Action Generation

 

A limitation of the current implementation of Ymir relates to the way
behaviors are generated.  Since all behaviors are named (with the excep-
tion of spatial values being inserted where needed), a programmer needs
to design hundreds of behaviors to create a fully capable character.  A
better solution would be to create a motor representation scheme where
more flexibility exists in the generation of behaviors, such that new
actions could be composed of old ones.  This would also be a necessary
change to accommodate motor learning.

Having looked closely at the main issues Ymir was meant to provide a
solution to, we are now ready to delve into its limitations on a more glo-
bal scaleÑhow will more general behaviors be integrated into Ymir?

 

12.4 Extending Ymir/Gandalf

 

The Ymir architecture was designed over a period of about 3 years.  In
the process, many options were considered and many were rejected.
The foundation for its design and design trade-offs was laid with the fol-
lowing goals:

 

1.

 

Implementable by a single person,

 

2.

 

incorporatingÑor allows for the extension to incorporateÑas 
many features of face-to-face interaction as possible,

 

3.

 

flexible, modifiable, and

 

4.

 

real-time performance.

Rather than trying to get everything ÒrightÓ the first time around, the
system design was slanted toward 

 

flexibility

 

 in the architecture.  There
are therefore several levels of ÒentryÓ that a character designer could
access the model presented, from the lowest level of Logic Net design,
state modules and virtual sensors, up to the hybrid framework that the
whole system relies on.  Parallel to this is reuse of the LISP code writ-
ten, i.e. the implementation itself: parts of this code could be used, for
example the knowledge bases, motor scheduler or intonation analysis,
or it could be used whole-sale, with other software modules entering the
system at particular points.

At the low level, the most obvious place to start would be to experiment
with various new modules.  At this level one could add learning or self-
regulation, for example by using Òb-brainÓ modules [Minsky 1987] that
modify the conditions in other modules.  This could make the interac-
tion more robust and the system more able to deal with varied condi-
tions.  One could also enter the system at a slightly higher level, adding
new types of modules, keeping part or all of the current ones.  At the
highest level one could use the general architecture of the layers and
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blackboardsÑeven the modules themselvesÑbut make entirely new
module mechanisms.  These are all ways to improve what Ymir cur-
rently has to offer.  But we also want to add new features such as emo-
tion, mobility, multiple participants, etc.  For this we have to stretch the
platform to incorporate new mechanisms.

 

12.4.1 Where Are We Now? Current Status

 

Several advanced features have been shown in the Gandalf prototype,
among them deictic gesture recognition/reaction generation and single
pair turns such as question->answer and request->action.  Most of the
current prototypeÕs limitations come from the simplicity of the knowl-
edge bases.  Expansion of these would allow more features to be added.
One such feature is multiple query-response turns: ÒMove the box / Do
you mean the blue one? / No, sorry, move the sphere / This one? / Yes /
Which way?Ó, etc.  Another feature that more extensive knowledge
bases could allow are directives such as ÒLook at meÓ or ÒLook at me
when IÕm speakingÓ.  These are interesting language-based tools that
help in the process of dialogue and may prove crucial for the success of
future communicative agents.  

Other features that could be added include emotional simulation, affect-
ing behavior at many levels, linking gaze directly up with visual input
and the spatial knowledge base, dialogue history, anaphora and other
references to dialogue events, as well as recognition of more types of
gestures and more extensive multimodal event representation.  We
would also want to extend Gandalf to be able to converse with more
than one agent or person at a time.  We will look at these in turn.

 

12.4.2 Multiple Turns for Single Utterances

 

To add multiple pair turns, one would need to create a topic knowledge
base (TKB) with a parser that can mark the already-parsed utterances
with the state of the dialogue.  Such systems have already been built
[Allen 1987] and we will not go into those here in any detail.  The inter-
face to this TKB would have to add a few primitives to the communica-
tion with the Process Control Layer (PCL).  First, the PCL needs to
recognize what class of utterance is being produced at any stage in the
dialogue.  This is needed to allow it to automatically add correct process
control behaviors such as hesitations, paraverbals, even short verbal
utterances such as ÒI know this...hang on a secondÓ while gazing
upward.  Second, the PCL needs to send messages to the KB that donÕt
exist in the current Gandalf prototype.  These include telling it whether
a certain utterance had been delivered, how it might have been modi-
fied, and what kinds of fillers, extraneous utterances and actions were
taken.  This kind of extension is relatively straightforward, and is cur-
rently being made.
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12.4.3 Dialogue Process Directives

 

To enable a user to address an agent created in Ymir with directives
such as ÒLook over thereÓ, ÒTurn your head awayÓ, ÒStop staring!Ó, one
needs special connections from the Dialogue Knowledge Base (DKB) to
the Action Scheduler (AS) or the decision modules.  A phrase like
ÒLook at meÓ would produce an internal record, directed at a class of
decision modules in the Process Control Layer, causing them to fire.  A
phrase like ÒStop staring!Ó would produce a Òconstraints recordÓ
directed at a collection of behavior modules in the AS.  These con-
straints would need to be fulfilled when the behaviors get executed, in
the same manner that the motor composer trades off between behavior
modules based on the time they take to execute.  The action 

 

Look-at-
User

 

1

 

 (or the more advanced version 

 

Look-at-Person[

 

X

 

]

 

) would have
to fulfill the condition 

 

(not Look-at-User)

 

.  Whenever activated, the
process computing spatial location for the user would have to modify
the value to not coincide with the userÕs location.  How extensible this
scheme is remains to be seen, but it seems certain to work for at least a
substantial number of simple cases. 

 

12.4.4 Emotional Simulation

 

Emotions affect behavior at many levels, although reactive behaviors
may show less effect than medium- to long-term planning ones.  In
keeping with the modular approach to character building, an emotional
module could reach in to both the decision modules, affecting variables
such as effective lifetimes and responsivity to conditions.  It could also
change the behavior modules in certain, more powerful, ways, for
example by limiting the number of options for executing certain behav-
iors, or changing the time scales of execution.  This would require a
substantially more powerful Action Scheduler, and additional features
for the behavior modules, but would no require a change in the Ymir
architecture.

 

12.4.5 Spatial Sensors & their Link 
to Spatial Knowledge

 

If we want the agentÕs gaze to represent information collection on its
part, the eyes have to be connected directly with the flow of visual
input.  This could be achieved simply by using cameras for eyes.  Such a
system would have to keep a spatial knowledge base updated every time
the agent looked in a certain direction.  Without going into the details of
object recognition and maintaining the permanence of objects from
moment to moment, such an extension would fit nicely into the model

 

1. See ÒSpatio-Motor SkillsÓ on page 103.
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proposed for spatial information storage accessible to both the Process
Control Layer, Knowledge Layer and the Action Scheduler presented in
the section ÒSpatio-Motor SkillsÓ on page 103.   

 

12.4.6 Dialogue History

 

In the current implementation of Gandalf the history of events simply
piles up in the blackboards; there are no processes available for picking
out events to make them available to the knowledge bases.  This makes
it impossible to refer to for example past dialogue events with expres-
sions such as Ò...when you looked at me and said ÔhelloÕÓ.  Obviously
we need such mechanisms to provide a full system.  The matter is
mainly one of adding retrieval mechanisms to the knowledge bases;
ones that would look in the various blackboards and Òre-packageÓ the
accumulated events (such as 

 

look-at-user

 

, 

 

user-looking-at-me

 

,
etc.) in a format that is directly accessible to the parsing mechanisms in
the knowledge bases.  This could also allow for references to past topic
events such as ÒGo back to when the airplane was on the other side of
the runwayÓ.  Albeit not simple, this addition can build on knowledge
base work already done in other systems [cf. Tanimoto 1987].

 

12.4.7 Advanced Gesture Recognition & 
Multimodal Event Representation

 

How do we determine what kind of gesture is being performed?  Recog-
nizing pointing gestures when that is the only kind possible is trivial in
contrast to the situation where any gesture is possibleÑdeictic, panto-
mimic, iconic, emblems, self-adjustorsÑand they all have to be dis-
criminated in real-time.  The solution proposed her is one where any
kind of feature from any mode can support in deciding whether a certain
behavior constitutes one type of gesture or another.  For example, hear-
ing the word ÒthatÓ along with an extended arm might be enough of a
trigger to classify the event as ÒdeicticÓ.  Likewise, a verb combined
with a complex hand motion and gaze that intersects hand position
could be enough of a cue to signal an iconic gesture.  Whatever may be
a winning strategy for each kind of dialogue event, as argued in Chapter
5., the function of an event needs to be found before an action can be
taken, and an action sometimes also needs to be taken before further
processing can take place, as in the example of a deictic gesture where
you 

 

have

 

 to look in the direction pointed to be able to follow the dia-
logue.

Along with the need to classify a number of manual gestures with differ-
ent functions comes a need to package multimodal dialogue events so
that they can be easily related to each other.  Currently, speech is stored
in frames (parse templates) where information about the words, type of
utterance, type of dialogue event and intonation are stored.  We need
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meta-frames that store combinations of multimodal events, perhaps at
more than one level of detail.  This would enable a knowledge base to
access dialogue events in a coherent manner, similar to what people do
when reviewing these events (a person does not store an event such as
rising final intonation separately from the words spoken, but rather
combines the two into packages called ÒquestionsÓ).  

 

12.4.8 Multi-Participant Conversation

 

To allow Gandalf to participate in conversations with more than one
user, or another agent, we need to first modify the perceptual modules
particularly designed to detect events such as Òlooking-at-meÓ and
Òaddressing-meÓ to use variables, where the variables can be assigned to
the dialogue participants.  This is not a radical addition to the architec-
ture, but one that requires some additions in the dialogue knowledge
base.  These include coding of dialogue priorityÑcurrently the user has
priority (and drives the interaction).  If we want the agent to be able to
take initiative, it needs to know when and how it is allowed to interrupt
the user or other artificial agents.  We might also have to look at the
turn-taking mechanism to allow multi-participant information to influ-
ence turn behavior.  Again, these are not major reworkings of the archi-
tectureÑthey can be built directly on the functionality that Ymir
provides. 

Whatever the future may hold for Ymir and Ymir-like architectures, its
modular design makes it very likely to be useful for a number of years
to come.


