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ABSTRACT 
To make multimedia data easily retrieved, we use 
metadata to describe the information, so that search 
engines or other information filter tools can effectively 
and efficiently locate and retrieve the multimedia con-
tent. Since many features of multimedia content are 
perceptual and user-dependent, user modeling is also 
necessary for multimedia information retrieval systems, 
e.g., music information retrieval systems. Furthermore, 
to make the user models sharable, we need standard-
ized language to describe them. In this paper, an XML-
like language is proposed to describe the user model for 
music information retrieval purposes. We also propose 
some paradigms to acquire, deploy and share the user 
information to improve current music information 
systems. A prototype system, MusicCat, is analyzed 
and implemented as a case.  
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1. INTRODUCTION 
 
The Internet has become one of the main sources of 
multimedia content for entertainment, education, busi-
ness, or other purposes. Effective and efficient methods 
to retrieve data from Internet are desired, and music is 
one of the important media falling in this situation. 
 
There are many websites for music sale, advertisement 
and sharing. However, the interfaces for users to find 
things are not convenient, since only category-based 
browsing and/or text-based searching are supported on 
these sites. There has been some research to improve 
the interface. For pull applications, content-based 
search techniques are studied and some prototype 
query-by-humming systems have been developed. 
Users can input the main melody of the music via web 
browser by uploading pre-recorded humming [3][4][5], 
or typing the string to represent the melody contour 
[6][7]. There are also some systems [8][9], in which 
users can search the sound libraries according to the 
acoustic features like sound effect, rhythm, etc. For 
push applications, collaborative filtering model is 
mostly used to recommend music to users. This is a 
technique for making personalized recommendations 
from any type of database to a user based on similari-
ties between the interest profile of that user and those 
of other users [2]. Feature-based models [10] are stud-
ied as well to model the correlation between the user’s 
preference and the features of music. 
 

For content-based search or feature-based filtering 
systems, one important problem is to describe the 
music by its parameters or features, so that search 
engines or information filtering agents can use them to 
measure the similarity of the target (user’s query or 
preference) and the candidates. Collaborative filtering 
model usually avoids this task by measuring only the 
similarity of users, not music, but the bootstrapping 
may sometimes be hard and take a long time.  
 
MPEG7 [11] (formally called “Multimedia Content 
Description Interface”) is an international standard, 
which describes the multimedia content data to allow 
universal indexing, retrieval, filtering, control, and 
other activities supported by rich metadata. It is obvi-
ously useful for multimedia information retrieval sys-
tems. However, the metadata about the multimedia 
content itself are still insufficient, because many fea-
tures of multimedia content are quite perceptual and 
user-dependent. For example, emotional features are 
very important for multimedia retrieval, but it is hard to 
describe it by a universal model since different users 
may have different emotional responses to the same 
multimedia content. We therefore turn to user modeling 
techniques and representation to describe the properties 
of each user, so that the retrieval will be more accurate 
and efficient. 
 
This paper is organized as follows. In section 2, we 
argue user modeling is necessary for music information 
retrieval systems. In section 3, we describe the main 
issues involved in user modeling. In section 4, we 
propose some paradigms, in which user modeling can 
be very helpful. In section 5, an XML-like user model-
ing language is proposed to make the user information 
more sharable and thus the systems more open. At the 
end of the paper are future work and conclusions. 
 
2. BENEFITS OF USER MODELING FOR MUSIC 
INFORMATION RETRIEVAL 
 
Using user models for music information systems has 
several benefits. 
 
• A user model is necessary to specify some percep-

tual features.  
 
Music features can be classified as quantitative and 
qualitative. Although the classification is not absolute, 
we use these in this paper for the sake of simplicity. 
 

- Quantitative features: background informa-
tion (composer, artists, age, genre, etc), time 
signature, key signature, tonality, tempo, in-
struments, music structure, pitch, loudness, 



melody, rhythm, all the other parameters that 
could be derived from the music, etc. 
 
- Qualitative features: rating, functionality, 
emotional features, etc. 

 
Quantitative features (note some of them are percep-
tual) are easy to describe because they depend almost 
entirely on the music itself and will not differ much 
from person to person. Thus, these features can be 
described as triples like <music, feature, value>. 

 
Qualitative features (all of them are perceptual) are 
more difficult to describe because they depend on the 
users to high extent. If a user tells the search engine 
that he wants some “happy” music or “good” music, it 
is hard for the search engine to select accurately with-
out any information about that user. Thus, these fea-
tures should at least be described as 4-tuple like <mu-
sic, user, feature, value>. Even more complicated, 
music may sound different to the same person in differ-
ent contexts, for example, the user wants some “music 
suitable for lunchtime”, in that case, these features 
should be described as 5-tuple like <music, user, con-
text, feature, value>. 

 
• A user model can be used to reduce the search 

space. 
 
One problem of current music information retrieval 
systems is performance. Usually the computational 
complexity in these systems is huge, while real-time 
response is required in most cases. If the system knows 
the user well in advance, it can search only the user’s 
interest space instead of the whole music repository. 
This will improve both accuracy and efficiency. 

  
• User modeling can make push service more accu-

rate and easy. 
 
User modeling has been used in push services. 
Collaborative filtering is already well known for being 
able to cluster users with similar interests according to 
their visit history, and to recommend music to one user 
if other users with similar interests like it. For push 
service, user modeling is especially important because 
the system can know each user’s preference and then 
recommend accordingly. Although collaborative filter-
ing can do this to some extent, it needs large user vol-
ume, heavy usage of the system and long-time boot-
strapping. Since there is no general procedure in which 
feature-based models will be necessary for new music 
pieces, collaborative filtering can’t make timely 
recommendation until some users encounter them via 
some other ways.  

 
• User interface issues. 
 
Different users may prefer different user interfaces in 
music information retrieval systems. For input, some 
users may sing well and prefer query-by-humming 
interface, some users may play instruments well and/or 

have strong music background and prefer some more 
professional interface. Some users may be very familiar 
with the background information of the music they are 
interested in, so text-based search is sufficient. Some 
users may be “active” listeners - they always know 
exactly what music they want to listen, while others 
may be “passive” listeners - they prefer others, e.g. 
agents, selecting music for them. For output, music 
visualization is a useful complement for music 
information retrieval systems, but different users also 
may have different preferences on visualization of one 
piece. 
 
3. MAIN ISSUES 
 
There are several important issues in user modeling for 
music information retrieval purposes or even more 
general multimedia retrieval.  
 
• How to model the user?  
 
Developing the user model has been studied in HCI 
field for years [1]. There can be two ways: (1) Explicit 
- using survey, dialog or any other methods to obtain 
the user knowledge directly (User-programmed). (2) 
Implicit - observing the user’s behavior (Machine-
learning) or inferring from domain knowledge or other 
user information (Knowledge-engineered).   
 
Since a user’s interest may change over time, user 
modeling should be a dynamic procedure, which can 
timely reflect this change. 
 
• What information is needed to describe a user for 

music IR purpose? 
 

- Indirect information. User’s demographic 
properties such as age, sex, citizenship, edu-
cation, music experience, etc. can be used in 
collaborative filtering model to infer the 
user’s interest space approximately. 
 
- Direct information. User’s interests and 
definition of qualitative features, either of 
which could be specified by examples or by 
other features of music. User’s appreciation 
habit should be described as well. For exam-
ple, a user needs what kind of music in a par-
ticular context. 

 
• How to represent, use and share the user model? 
 
User model information can be represented in text 
format, so that a search engine or information filtering 
agent can use them to refine the result easily. The 
problem is that collecting user’s accurate information is 
a lengthy procedure, and users can not tolerate a long-
time training whenever they switch to a new system. A 
much better way is where all the music information 
retrieval systems can share the information in some 
way. Similar to MPEG7 concepts, we can use a stan-
dard language, in this paper for example an XML-like 



language, to describe the information so that it can be 
easily understood and used by the retrieval systems. 
The paradigms for using this information and the lan-
guage are discussed in the next two sections. 

 
4. PARADIGMS 
 
There can be several ways to use the user model infor-
mation in music information retrieval systems. Gener-
ally the user modeling task can be done on either the 
server side or the client side. 
 
• Server-side user modeling          
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Fig.4-1 Server-side user modeling paradigm. 
 
• Client-side user modeling  
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Fig.4-2 Client-side user modeling paradigm. 

 
The agents in the above diagrams integrate the user 
modeling ability. Location of user modeling differs in: 
- Easy/hard to obtain the user information timely. 

Client-side agent can obtain user information more 
easily and timely by observing user’s behavior, 
learning from user’s interaction with machine. 
Server-side UM tool or agent can only obtain this 
information from the data, which have been sent 
to server side. 
 

- Easy/hard to share the user model. 
To make the user model sharable and reusable, the 
user model can be represented in a standard for-
mat, so that it can be interchanged and understood. 
In server-side modeling systems, the task is be-
tween server and server; thus it will be huge, and 
for each user’s visit the server will spend time 

finding that user’s model first. In client-side mod-
eling systems, whenever a client wants to retrieve 
the content from a server, it can send its user 
model first to the server then the server will parse 
the standard-formatted user model, do the retrieval 
based on that specific user model. 
 

- Hard/easy to use collaborative filtering model. 
It is hard to use collaborative filtering model in 
pure client-side user modeling systems. A cen-
tered user model repository is very helpful for 
cross-user analysis and general statistic purpose. 
 

- Far from/close to the music data.  
Client-side user model is far from the music re-
pository, while server-side user model is close to 
it. Making the user model and music content 
closer may be helpful for indexing the music data-
base more efficiently based on the user model. 
 

- More/less privacy or safety. 
Client-side user modeling can have more privacy 
than server-side one. The client-side agent can 
even tailor the user model according to the reputa-
tion of the server system. On the other hand, for 
client-side modeling, there might be potential trust 
problems running others’ code on the user’s ma-
chine. 
 

- Higher load on servers/more scalable. 
Server-side user modeling requires much more 
computation task and storage on the server ma-
chine, which might not be efficient.  
 

In practice, hybrid systems of the above two are possi-
ble.  
 
Example: MusicCat  
 
Most current music recommendation systems deal with 
recommending new music to the user based on user’s 
visiting history, user’s demographic properties and the 
textual features of music. One thing is neglected: the 
user may also need some agent to automatically select 
music for him from his music collection according to 
the user’s habit and current context.  
 
MusicCat is such an agent, able to help the user  define 
contexts and corresponding features of music that he 
wants to hear in those contexts correspondingly. Be-
sides, the user can also define qualitative features of 
music based on quantitative features. For examples, the 
user just needs to tell the agent what kind of music he 
prefers to hear at what kind of context, like “I need fast 
and exciting music when I’m happy”, “I need soft 
music to wake me up every morning at 8:00”,  “I need 
slow classical music, when I’m thinking”, “I need 
rhythmic music when I’m walking”, etc. Or, the user 
can define qualitative features, like “Romantic music 
for me means slow music with titles or lyric including 
word love”, “My favorite music includes …” etc. Then, 
when the moment comes - the user tells the agent or a 



pre-defined time approaches, or the user explicitly 
specifies some qualitative features, the agent can auto-
matically, randomly and repeatedly choose music from 
the user’s collection according to the pre-defined con-
straints without interruption until the user wants it to 
stop. 
 
So far, MusicCat uses a profile-based user interface. 
Some learning techniques can be integrated into this 
system in the future. About one hundred midi songs are 
included in the database.The architecture of the system 
is shown in Fig.4-3. It adopts a client-side user model-
ing paradigm.  
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Fig.4-3 MusicCat system architecture. 

 
In the system, we categorize the quantitative features of 
music into textual features including title, composer, 
genre, country, etc.; notation features including key 
signature, time signature, tonality, BPM, etc.; percep-
tual features including slow or fast, short or long, quiet 
or loud, non-rhythmic or rhythmic, and soft or exciting. 
User can define music corresponding to a particular 
context or qualitative feature based on these quantita-
tive features (Fig.4-4).  
 
In our system, we manually input the textual informa-
tion. Notation features are automatically extracted from 
midi files. Perceptual features are computed from the 
parameters including average duration per note, aver-
age tempo, tempo deviation, average pitch change per 
note, etc. The weights of each parameter contributing to 
each perceptual feature are set manually. To make them 
more accurate, some psychoacoustic experiments 
should be necessary [10].   
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4-4 MusicCat user profile dialog 

The current language used in MusicCat to describe the 
user model, which will be sent from client to server 
whenever the user wants to hear music from MusicCat, 
is simply text CGI format. It works well in the current 
system. But in the future, a standard and more powerful 
description language should be necessary.  
 
5. USER MODELING LANGUAGE 
As mentioned above, user information is very valuable 
and needs to be shared in the future to make universal 
information retrieval possible. Here we propose an 
XML-like language, UMIRL (User Modeling for In-
formation Retrieval Language), in which different 
systems may describe the user in this standard format 
to make the user model sharable and reusable. Al-
though it is designed for music information retrieval 
purpose in this paper, it can be extended for general 
multimedia information retrieval as well. 
 
The following are the design goals for UMIRL: 
• UMIRL shall be compact.  
• UMIRL shall be easy to type and read.  
• UMIRL syntax shall be simple for the simple and 

common cases.  
• UMIRL shall be expressed in strings that can 

easily be embedded in programs, scripts, and 
XML or HTML attributes.  

• UMIRL shall be easily parsed.  
• UMIRL shall be consistent with MPEG7. 
 
An example of UMIRL is: 
<user> 
  <generalbackground> 
    <name>John White </name> 
    <education>MS</education> 
    <citizenship>US</citizenship> 
    <birthdate>9/7/1974</birthdate> 
    <sex>male</sex> 
    <occupation>student</occupation> 
  </generalbackground> 
  <musicbackground> 
    <education>none<education> 
    <instrument>piano<instrument> 
    <instrument>vocal<instrument> 
  </musicbackground> 
  <generalpreferences> 
    <color>blue</color> 
    <animal>dog</animal> 
  </generalpreferences>   
  <musicpreferences> 
    <genre>classical</genre> 
    <genre>blues</genre> 
    <genre>rock/pop</genre> 
    <composer>Wolfgang Amadeus Mozart 
</composer> 
    <artist>Beatles</artist> 
    <sample> 
      <title>Yesterday</title> 
      <artist>Beatles</artist> 
    </sample> 
  </musicpreferences> 
  <habit> 



    <context>I’m happy 
      <tempo>very fast</tempo> 
      <genre>pop</genre> 
    </context> 
    <pfeature>romantic 
      <tempo>very slow</tempo> 
      <softness>very soft<softness> 
      <title>*love*</title>   
    </pfeature> 
    <context>bedtime 
      <pfeature>romantic</pfeature> 
    </context>    
  </habit> 
</user> 
 
6. CONCLUSIONS AND FUTURE WORK 
To make music information retrieval systems more 
efficient, both user modeling techniques and descrip-
tions are important. Those are prerequisites for open 
and efficient personalized service. We propose the user 
modeling language because there hasn’t been much 
attention on the ways to share the valuable user data. 
We believe the main issues discussed in this paper will 
be the most significant but also the hardiest points in 
this research area. 
 
For MusicCat system, it would be better if we integrate 
learning techniques to do user modeling and support 
interface customization. Some wireless communication 
technology can be used to make the system portable. 
We can also use sensor-driven interface that can auto-
matically detect the user context and then play corre-
sponding music. 
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